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Abstract. Laser guide star (LGS) Shack—Hartmann (SH) wavefront sensors for next-generation
Extremely Large Telescopes (ELTSs) require low-noise, large format (~1 Mpx), fast detectors
to match the need for a large number of subapertures and a good sampling of the very elongated
spots. One path envisaged to fulfill this need has been the adoption of complementary metal
metal-oxide semiconductor detectors with a rolling shutter read-out scheme that allows low
read-out noise and fast readout time at the cost of image distortion due to the detector rows
exposed in different moments. Here, we analyze the impact of the rolling shutter read-out scheme
when used for LGS SH wavefront sensing; in particular, we focus on the impact on the adaptive
optics (AO) correction of the distortion-induced aberrations created by the rolling exposure in the
case of fast varying aberrations, like the ones coming from the LGS tilt jitter due to the up-link
propagation of laser beams. We show that the LGS jitter-induced aberration for an ELT can be as
large as 100-nm root-mean-square, a significant term in the wavefront error budget of a typical
AO system on an ELT, and we discuss possible mitigation strategies. © The Authors. Published by
SPIE under a Creative Commons Attribution 4.0 International License. Distribution or reproduction of this
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1 Introduction

Next-generation Extremely Large Telescopes (ELTs)' foresee the use of laser guide stars (LGSs)
in their adaptive optics (AO) systems.*'* They all use Shack—-Hartmann (SH) LGS wavefront
sensors (WFSs) that are highly demanding in terms of detector’s specifications.!''* In fact, a
typical AO system assisting a near-infrared instrument requires a pupil sampling of the order
of 0.5 m, resulting in 80 X 80 subapertures for a 39-m telescope. In addition, the need to avoid
truncation of largely elongated LGS spots drives the design of LGS WFSs toward large field of
views of the order of 10 to 15 arcsec'* for LGSs launched from the telescope’s side. On the other
hand, the need to properly sample the spot along the non-elongated direction pushes the design to
pixel scales of about 1 to 1.5 arcsec, in such a way that each subaperture requires 10 X 10 pixels
or more. As a result, the SH LGS WFS for ELTs demands large format detectors, with more than
1000 x 1000 pixels in the ideal case. The readout noise is also an important parameter, because
the LGS return flux is spread over tens of pixels in the most elongated spots resulting in an
expected flux that can be as small as a few tens of photons per pixel. Finally, the speed is also
a key requirement, with typical framerate ranging from 500 to 1000 fps for the considered
systems.

Such a set of tight constraints for LGS WES detectors has been identified as a critical aspect
since the early stage of development of the ELTs." It led, on one hand, to a variety of mitigation
strategies spanning from control aspects'*!® to new WES optical design'’ and, on the other
hand, to embrace the technological challenge of developing large format, fast, and low-noise
detectors.'®?!

*Address all correspondence to Guido Agapito, guido.agapito@inaf.it; Lorenzo Busoni, lorenzo.busoni @inaf.it
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Fig. 1 Diagram of the exposure timings: global shutter read-out (a) and rolling shutter top-bottom
read-out (b). t, is the time when the readout begins and T is the integration time. Each rectangle,
T seconds long, represents the exposure interval of each scanline. In rolling shutter detectors, the
readout of each scanline begins right at the end of the exposure.

]
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Wavefront sensing in AO systems is generally performed through charge-coupled device
(CCD) sensors. CCDs operate under a global shutter regime, i.e., the sensor exposes all pixels
simultaneously [see Fig. 1(a)] and transfers the signals to a few analog-to-digital converters.
When dealing with a large amount of pixels, the read-out time can introduce a non-negligible
latency into the AO control loop and limit the wavefront correction. In this context, an alternative
solution foresees the use of complementary metal-oxide semiconductor (CMOS) sensors with a
rolling shutter readout that allows for high efficiency and low noise preserving a high pixel rate
to prevent a big penalization in latency. To date, rolling shutter sensors are planned to be used in
astronomical AO on the ELT?? and on the Subaru ground-layer AO system.”

In detectors using a rolling shutter read-out scheme, each scanline of the image is exposed at
a different time and the readout of a line is happening while the other lines are still exposed to the
light [see Fig. 1(b)]. This has an important effect on the average delay associated to the read-out,
i.e., halved compared to the global shutter. The delay between the availability of a given scanline
and the availability of the full-frame depends on the position of the line and goes linearly from
the integration time to a value, i.e., the readout time of a single line. Rolling shutters are then able
to reduce the temporal term of the error budget of an AO system, as shown in Ref. 24.

On the other side, when the sequential exposure is combined with a dynamically evolving
object, it produces image distortions. In the case of an SH WEFS, they result in displacements of
the spot images within the subapertures, finally seen as biases in the WFS measures. The effect
might not be negligible, especially in the case of LGS WFSs, where a large and fast PSF jitter
due to the upward beam propagation is typically expected.

In the following, we analyze the impact of the rolling shutter read-out scheme on LGS SH
wavefront sensing when dealing with fast-varying aberrations, and in particular, we focus on the
LGS tilt jitter. We apply our analysis to the ELT case, hence all numerical examples consider a
telescope diameter of 39 m and a typical LGS WFS framerate of 500 Hz, though we explicitly
show the dependence on telescope radius and on WFS integration time in the analysis.

In Sec. 2, we quantify the residual LGS tilt in both amplitude and temporal evolution for a
median atmospheric condition, taking into account a typical jitter compensation; in Sec. 3, we
introduce a toy model for a rough estimation of the properties of the rolling shutter-induced
aberration; in Sec. 4, we discuss the propagation of the aberrations in the main AO loop; in
Sec. 5, we characterize the aberrations through numerical simulations; and in Sec. 6, we discuss
open issues and possible mitigation strategies.

2 LGS Jitter

LGS tilt jitter is determined by turbulence-induced fluctuations introduced during both the
upward and downward propagation of the laser beam. If we consider that the LGS tilt is given
by the difference between the upward tilt and the downward one, where the difference is rep-
resentative of the two waves propagating in the opposite directions,” we can write the temporal
power spectral density (PSD) of LGS tilt jitter as

PLGS(U) = Pup(l/) +Pdown(’/) _2Pup,down(’/)’ (1)
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Fig. 2 Tilt PSDs for the upward (blue) and downward (orange) propagation, and cross PSD
between the upward and downward beam (green).

where v is the temporal frequency; Py, and Py, are PSDs of the tilt seen, respectively, on the
upward and downward beam; and P, gown 18 the cross PSD of the tilt between the two beams.

In the ELT case, the upward and downward beam have a diameter of 0.4 and 39 m, respec-
tively. As the angular jitter variance depends on the diameter as D~'/3, the upward term gives the
dominant contribution to the LGS tilt jitter energy and it also represents the fastest signal, as the
cut-off frequency depends on the inverse of the aperture diameter (Ve ~ V /D, with V the wind
velocity).?’” This is shown in Fig. 2, where the curves are obtained for the ELT median turbulence
profile reported in Ref. 28, with a zenith angle of 30 deg, a seeing of 0.7 arcsec and an average
wind speed of 9.2 m/s. We estimate the amount of LGS tilt jitter from these PSDs, and we get a
standard deviation of 200 mas.

We consider then that the signal is compensated by a closed loop (see Fig. 3) where the
control, Cy, is a pure integrator and the plant, Gy is approximated as a pure delay of 3 frames
(1 due to read-out, 1 due to sample and hold, 0.5 due to real-time computer and 0.5 due to
deformable mirror response time), with a frame period of 2 ms. In this computation, we are
considering that the actuator correcting the LGS jitter is hosted in the LGS WES itself, so
we neglect the propagation time of the LGS beam. If, on the contrary, the jitter compensator
is hosted in the laser launch telescope, one has to consider also the delay due to the round-trip
propagation of the laser beam to the sodium layer, resulting in 0.7 ms (0.35 frames). Assuming
that the power of the measurement noise v is 0.01 of the turbulence power, we find that the
residual is minimized by a gain of about 0.35 and we get a residual jitter standard deviation
of 58 mas (in good agreement with Refs. 29 and 30). The PSD of the input and residual dis-
turbances are shown in Fig. 4.

In the following sections, we will use these results, though it is worth noting that the amount
of residual jitter varies according to the atmospheric conditions. We find that the value ranges
from 44 to 89 mas when considering 0.5 and 1.1 arcsec of seeing (i.e., first and last seeing
quartile of the ELT turbulence profile at 30 deg of zenith angle). The mean wind speed is also
a relevant parameter, as it moves the cut-off frequency of the input PSD with respect to the
rejection bandwidth of the loop, thus making the correction more or less effective. If we consider
0.5 or 2 times the mean wind speed (4.6 and 18.4 m/s, respectively) of the median profile,

v
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Fig. 3 Diagram of the laser jitter closed loop. G is the plant, C, is the control, c5 is the incoming
ilt, re, is the residual of the tilt, and v is the measurement noise.
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Fig. 4 Tilt PSDs of the input disturbances and of the residual jitter.

we get a residual jitter standard deviation of 31 and 97 mas, respectively. Finally, if we increase
the airmass with a zenith angle of 60 deg, we get 69 mas.

3 Toy Model for Rolling Shutter-Induced Aberrations in LGS SH WFS

In this section, we present an oversimplified model to estimate the order of magnitude of the
aberration caused by the rolling shutter read out in an LGS-driven AO system for an ELT.

Let us assume as a fact that the LGS residual jitter has an amplitude of ~60 mas root-mean-
square (RMS) with a PSD peaked at ~10 Hz, as shown in Sec. 2. Let us oversimplify the analysis
by assuming a one-dimensional model where the LGS spot in the telescope focal plane follows
an harmonic trajectory 6(¢)

0(t) = A sin(2xt/T;), 2

with period T; = 100 ms and amplitude ~60 mas RMS, corresponding to A = 100 mas. The
maximum jitter speed is 9max = Z}T—A ~ 6 mas/ms and let us assume in the toy model that during
7

an exposure period 7 of 2 ms (corresponding to a typical LGS WES framerate of 500 Hz) the
jitter speed is constant, of modulus émax, and parallel to the LGS WFS detector columns (direc-
tion y) so that the LGS spot moves by A = émax T = 12 mas during a single frame exposure.
Let us consider that the LGS SH WEFS detector is using a rolling shutter read-out scheme where
the subapertures are read sequentially from top to bottom [see Fig. 1(b)]. Let us also assume for
simplicity that each row of subapertures is read in exactly one readout period, in such a way that
the spot within each subaperture is imaged in a “global shutter” way. This feature is available in
some rolling shutter detectors having m rows read in groups of k rows for a total of n = m/k
readout periods; in the assumption done above, we assume subapertures of k X k pixels.
During the exposure periods, the LGS spot will move with the aforementioned law of motion,
creating a wavefront slope signal that increases linearly along the y direction (see Fig. 5). The
slope difference between the first and the last row of subapertures is As, = Af = 12 mas and let
us assume that the slope average is null over the pupil so that the y slopes measured in the first

and last subaperture rows are s5°%° = As,/2 = 6 mas and —s3%¢ respectively, and scale linearly
in between. The wavefront gradients measured by an SH WFS are therefore

oy

dd)(x,y)oc v ap(x,y) 0 dp(x,y)

_ _ Sgdge ()d)(x, y)
oy ’ ox ’

=Sy, _

_ edge
=sy -, (3
y=R ()y ’

y=—R

and correspond to a cylindric-shaped wavefront, which can be expressed as

2
qﬁ(x,y) = 4'Ccyl <%_ 1) = % |:Z4 <%,%> + \/EZG (%,%)} s 4
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Fig. 5 A schematic representation of the rolling shutter-induced distortion in a SH WFS in the case
of a fast evolving tilt (spot moving along the columns of the detector). In this example, the WFS is a
3 x 3 SH and the entire detector is read in 3 blocks of rows; each block is exposed during different
intervals highlighted in orange, blue and green. The time-average of the WF tilt during the expo-
sure intervals is visualized by the three cross symbols and corresponds to the SH spot offset in the
3 blocks of subapertures: in the example, the top row of subapertures sensed the wavefront when
the tilt was slightly positive, the central row sensed a null tilt, the bottom row sensed a negative
tilt resulting in the overall frame shown on the left. The resulting SH spot pattern is distorted,
indistinguishable from the one of a cylindrical wavefront aberration, as described in the text.

where the normalization is chosen to have 6,4 = ¢y over the pupil of radius R and c.,; must be
determined to fulfill Eq. (3). Z4 and Z4 are Noll’s Zernike polynomials for the focus and the
astigmatism at 0 deg.®' From derivation of Eq. (4), the slope at the pupil edge is

0(x, 8c
¢E)x y ) — cyl ] (5)
'y y=R R
Therefore, the amplitude of the cylinder mode having slope at the pupil edge equal to sf,dge is
edge
sy ° R
Coyl = =g (6)
For an R = 19.5 m telescope and s3°®° = 6 mas = 29 nrad, we obtain Ceyt = 71 nm.

So, in the crude model considered above, the residual LGS jitter will create random spurious
signals on the SH LGS WFS, corresponding to a cylindrical aberration of amplitude up to 71 nm
RMS and 284-nm PtV, which is a considerable aberration for a typical AO system on the ELT.
In fact, the error budget of ESO’s ELT laser-based systems, such as HARMONI and MAORY
(see Plantet et al. and Neichel et al. this review), is of the order of 300 nm. Obviously, the AO
system will try to correct for these signals, injecting the corresponding aberration in the control
loop, as described in Sec. 4.

In reality, the jitter speed is not constant throughout a frame exposure, neither in amplitude
nor in direction and, as it can be seen in Appendix, a non-zero d*@/dt* corresponds to a dis-
tortion-induced aberration (DIA) of radial degree k + 1; so, more generically, the wavefront
corresponding to the rolling shutter-induced signals will be a combination of focus and higher-
order modes that will evolve with the same speed as the jitter derivatives. A more generic and
accurate formalism to relate wavefront residual to DIA is presented in Appendix.

A note on the scaling with the telescope radius R: a given jitter € expressed as on-sky angle in
arcseconds corresponds to a Zernike tilt Z; whose amplitude in meter RMS is ¢3 = R /2 X
4.848107%; fora R =39 m telescope the conversion factor is 47 nm RMS/mas, which means
that the wavefront amplitude for a 60-mas jitter is as large as 2.8 ym RMS.

For a given tilt amplitude speed ¢;, the tilt variation during an exposure is Ac; = ¢37, cor-
responding to an angular jitter A = 2¢5T/R, hence s3°%° = ¢3T/R. Combining with Eq. (6),
we obtain the relation between the speed of the tilt coefficient and the amplitude of the distortion-
induced cylinder
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3T
Ccyl = 3? (7)

As a final comment for this section, we note that a tip jitter in the direction x, i.e., along
the detector rows, is also creating rolling shutter-induced aberrations. In fact, in a similar way

to what discussed above, there will be a bias in the x signals scaling linearly from 529 in the top

row of subapertures to —5%92¢ in the bottom row, whereas sy will be null everywhere. The
described gradient field clearly has non-zero curl, so, from a strict geometrical standpoint, there
is no wavefront whose gradient corresponds to the measured signals. The typical wavefront
reconstruction process will anyhow reconstruct a surface whose gradients best-fit the measured

signals and that, in the tip case, corresponds to an xy-astigmatism. This will be shown in Sec. 5.

4 Propagation in the Closed Loop

In this section, we present how the residual tip and tilt described in Sec. 2 propagates to DIA and,
finally, to the AO residual. We do not know the dynamics of the residual tip and tilt during a
single exposure, but we can approximate, for simplicity, that tip and tilt is evolving in time with
constant speed (because the time scales of the residual jitter are much larger than typical expo-
sure times of 1 to 2 ms). It is worth noting that more realistic dynamics will induce higher-order
aberrations, as it is shown in Appendix. Hence, considering a constant speed temporal evolution,
the PSD of the tilt speed, P, (v) is

Py (v) = [HQE)|?Pe, (v). ®)

where v is the temporal frequency, z = e/>™7, P, (v) is the PSD of the tilt, and H(z) is the
transfer function (TF) between position and average speed on an interval T
H&) = (-2 ©
Z) = T zZ ).
From the PSD of the tilt speed and using Eq. (7), we can easily compute the PSD of the ampli-
tude of the cylinder mode, Py, (v)

2
Porl) = (§) 7o) = g IR ). (10

This PSD is filtered by the complementary sensitivity function, W(z), and the residual variance

of the cylinder, afyl, is

72 1/CT)
o =gz 2 IWRHE)PP,()Av. (1)

v=Av

where Av = 1/(2nT) and n is the length of the PSD vector. The diagram of the propagation of
the cylinder DIA in closed loop is shown in Fig. 6. Given a closed loop where the plant is mod-
eled as a pure delay of d frames, G(z) = z7¢, and the control is a pure integrator with gain g,
C(z) = g/(1 — z7"), the complementary sensitivity function is

C(2)G(z) gz™?
W(z) = = , 12
) =T e@eE " T= v g7 12
and the residual variance
1/(2T) —d —d-1Y |2
1 g(z =z

2

=g ; e — P. (v)Av. (13)
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Fig. 6 Diagram of the propagation of the cylinder in the closed loop. G, is the jitter plant, Cy is the
jitter control (presented in Sec. 2), H is the position to speed conversion function, T/8 is the tilt
speed to cylinder DIA conversion coefficient, G is the plant, C is the control, c5 is the incoming tilt,
re, is the tilt residual, ¢; is the tilt speed, v is the measurement noise, ¢y, is the incoming cylinder,

rey is the cylinder residual, and Q) is the cylinder DIA.
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Fig. 7 PSDs of the input residual LGS jitter and of the rolling shutter-induced cylinder after propa-
gation into the AO loop.

Considering T = 2 ms, d = 3, and g = 0.3 and the residual jitter PSD shown in Sec. 2, we get a
residual cylinder amplitude of 158-nm RMS (which means a SR reduction factor of about 0.5,
0.7, and 0.8 on the J, H, and K band, respectively). Its PSD is shown in Fig. 7. It is worth noting
that the residual RMS is proportional to the telescope diameter, so this value is scaled by 0.205
for an 8-m telescope.

5 Numerical Analysis

We set up a basic simulation with PASSATA™ to numerically study the rolling shutter effect. We
model the detector as a series of “temporal averaging functions” working in parallel and sensing
arectangular subregion of the full pupil corresponding to a single row of subapertures; we mimic
the rolling shutter by setting a specific delay for the starting of the integration with respect to the
simulation clock time in each of the temporal averaging functions. The number of temporal
averaging functions, the size of the rectangular subregion, and the integration time and delay
are programmable. In the following, we consider a 60 X 60 subapertures SH sensor and two read-
out sequences:

1. Read-out sequence #1 [top to bottom, Fig. 1(a)]: each line of subapertures is read out in
sequence, so there are 60 readouts, with delay going linearly from 0 to 59/60T.

2. Read-out sequence #2 (edge to center): in parallel on the two halves of the detector (from
the top row to the central row in the upper part of the detector and from the bottom row to
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the central row in the lower part), each line of subapertures is readout in sequence, so there
are 30 readouts for each half of the detector, with delay going linearly from O to 29/307T.

We set the simulation temporal step to 1/60 of T to allow the correct simulation of the
temporal averaging function. Finally, we use a circular pupil without central obstruction, and
we expand the computed wavefronts and wavefront gradients on a Zernike modal base with
1000 modes.

As a first analysis, we impose a ramp of tip and tilt with constant speed of 1 nm/T and we
decompose the result of the reconstructed wavefront on the Zernike modal base. The results,
summarized in Fig. 8, show that the tilt induces aberration of 0.07 nm on Z, and 0.1 nm on
Zs, corresponding to 0.125 nm of the cylinder mode defined in Eq. (4), for the first read-out
mode, in agreement with the results of Sec. 3 and Eq. (7). In the case of the second read-out
mode, DIAs are mostly (98% of the total RMS) distributed over comas and trefoils instead of
focus and astigmatisms as in the first read-out mode.

We replicate the analysis applying a ramp of 1 nm/T on the first 100 modes, and we report
the quadratic sum of all aberration-induced distortions in Fig. 9.

The propagation of DIA shown in Fig. 9 is larger for higher-order modes than for tip and tilt,
but the high-order residuals for a typical AO system will presumably have much smaller ampli-
tude and slower evolution compared to the LGS spot residual jitter. A detailed quantification of
the rolling shutter-induced aberrations taking into account the entire wavefront residual is spe-
cific to the AO system itself and is left for a future work. In the following, we focus again on the
LGS jitter as the sole source of induced aberrations.
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Fig. 8 Value of the Zernike polynomials coefficient of the aberrations induced on first 20
Zernike modes (starting from number 4, which is focus) for tip and tilt ramp of 1-nm RMS in one
integration time.
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Fig. 9 Quadratic sum of the aberration induced on higher modes by a ramp of 1 nm/T applied
to a given Zernike mode (from tip, number 2, to mode number 100).
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Fig. 11 Aberrations induced by tilt distortion with 55-mas jitter per axis and PSD shown in Fig. 4.

To consider a more realistic input, we compute five random temporal sequences of 2 s of
residual LGS jitter (on both tip and tilt) using the PSD shown in Sec. 2. The first random
sequence is shown in Fig. 10. We compute the temporal variance of the induced aberration,
shown in Fig. 11, after decomposition on the Zernike basis. In the case of the read-out sequence
#1, the residual jitter is converted into a DIA of 185-nm RMS; the worst offender modes are the
ones of the second radial order having amplitude of about 100-nm RMS. For the read-out
sequence #2, the DIA is 132-nm RMS, with modes of the third radial order having amplitude
of about 50-nm RMS. It is worth noting that after the propagation in the AO loop presented in
Sec. 4, these values scales of about 1.2, becoming 217- and 162-nm RMS, respectively, for the
read-out sequence #1 and #2 (corresponding to a K band SR scaling factor of about 0.7 and 0.8).
As also reported in the previous sections, these errors will have an important impact on ESO’s
ELT laser-based systems, such as HARMONI and MAORY, whose maximum SR in K band is of
the order of 50% (see Refs. 33 and 34).

Note that there are higher-order aberrations than the one expected for a constant speed tem-
poral evolution (see Fig. 8 for reference, where read-out sequence #1 does not induce any aber-
rations on modes higher than astigmatisms), because, obviously, the tip and tilt jitter evolves with
more complex dynamics than a simple constant speed law.

6 Discussion

The analysis presented so far has been focused on the main aspects of LGS wavefront sensing in
ELTs in the case a rolling shutter detector is employed. There are some items that have not been
considered in this work but deserve to be highlighted to trace possible future works.
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First, as already stated in the previous sections, we deliberately exclude the effect of the
rolling shutter in the formation of the image within each SH WFS subaperture: for the sake
of simplicity, we consider that each subaperture is exposed in a global shutter way. In fact, the
rows of each subaperture will be read in several readouts, creating a distorted spot in each sub-
aperture. The impact on the centroiding algorithm of the spot distortion is still to be evaluated,
and it could lead to an additional error term in the wavefront correction.

A second important point to consider is that LGSs will be used in ELTs for multi-WFS AO
systems (ground layer AO, laser tomography AO, or multi-conjugate AO). In such systems, we
want the same part of the pupil to be exposed synchronously on every WFS to avoid differential
measurements induced by the temporal evolution that will be reconstructed as high order modes
on a plane non-conjugated to the pupil. This requires the same readout sequence but it also
requires the same clocking geometry between the pupil and the detector for all the WEFSs.
Unfortunately, to minimize truncation effects, one usually wants to clock the WESs in such a
way that the most elongated spots lay along the diagonal of the subapertures®® in a way that,
depending on the laser launch geometry, can be incompatible with the previous requirement.

While the typical use for a rolling shutter detector is within LGS WFSs for the reasons shown
in the introduction, it is worthwhile to also consider the impact on NGS-based systems. In fact, in
some cases the residual dynamics of such systems could produce not negligible DIA: for exam-
ples, wind shake and vibrations could impact some modes with amplitude or bandwidth so large
to cause significant propagation into DIAs. Another condition that deserves deeper analysis is
the transient state after enabling the AO correction: in this interval the wavefront aberrations can
be large enough to cause significant propagation of DIAs, potentially impacting on the loop boot
stability. Systems based on a Pyramid WFES,*® where the WFS signals are obtained from sets of
4 pixels on 4 sub-pupils spatially separated on the detector, are also not immune from the rolling
shutter effect, although in a more complex way that in the SH WES case. In the case of a modu-
lated pyramid WES, the synchronization between modulation and exposure interval will also
play a role in defining the DIAs.

Finally, we briefly outline a couple of possible strategies to reduce the rolling shutter-induced
aberrations. A first option would be to modify the wavefront control architecture and use NGSs,
instead of LGSs, to control the modes particularly affected by the induced aberrations. This
requires an increase in the spatial sampling of the NGS WES, typically designed to sense tip
and tilt only®” to also sense second order modes (for read-out sequence #1) or even third order
modes (for read-out sequence #2). Clearly this approach has a major drawback on noise propa-
gation and significantly affects the system’s sky coverage. On this line, note that the LGS jitter
evolution is fast enough that the rolling shutter-induced aberration cannot be disentangled from
the atmospheric aberrations and corrected by a slow reference loop based on NGS measurements
as is typically done to compensate pseudo-static biases due to instrument flexures or sodium
profile variations.***

In a second mitigation option, following a scheme commonly used to compensate for rolling
shutter-induced distortions,*** one could forecast the tilt temporal evolution using the LGS
WES measurements from the previous steps. The estimated jitter dynamic can be used to com-
pute the biased signals expected in the next exposure (see Appendix) and subtract the DIA from
the reconstructed wavefront. The forecast of turbulence has been already studied and demon-
strated in AO,*>° with good results in terms of PSF jitter stabilization; for the specific LGS case
considered in this work, one has to note that the tilt signal given by the upward beam propagation
is more challenging to forecast compared to the typical downward propagation because of its
large power at higher temporal frequencies (see Fig. 4). Moreover, one has to also consider other
source of errors, such as measurement noise, spatial aliasing, and WFS non-linearity due to spot
elongation/truncation®® that will limit the accuracy in forecasting the LGS jitter, hence limiting
the correction effectiveness.

Finally, we note that we only explored two possible read-out sequences, with read-out
sequence #2 being the most common one in current devices. A clever sequencing of the line
scanning, tailored on the number of subapertures and on the number of pixel per subapertures
could help in reducing the difference of the sampling time between the rows of subaperture,
hence reducing the induced aberrations. This approach would obviously encounter limitations
in terms of possible hardware implementation.
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7 Conclusion

We have analyzed the effect of the image distortion in a gradient WFS equipped with a detector
using a rolling shutter read-out scheme. Specifically, we have focused our analysis on LGS
WESs for ELTs, i.e., the AO application where rolling shutter CMOS detectors are particularly
attractive because of their large format, low-noise, and low-latency features. We have investi-
gated how a time-evolving aberration couples with the sequential scanning exposure and gives
rise to an aliasing effect into modes of higher radial degree. A typical residual LGS jitter of
60 mas, although negligible in terms of tilt signal for an ELT LGS WES, corresponds to a large
residual aberration of ~3-um RMS and propagates rolling shutter-induced aberration of more
than 100-nm RMS on modes of the second radial order and above. The DIA evolves with the
same bandwidth of the aberration that created it, making it difficult to decouple it from the
atmospheric residual. Techniques to mitigate the effect of the rolling shutter-induced aberrations
do exist and the most promising ones are based on the forecast of the residual aberrations.

8 Appendix: Formalism to Estimate Signals in a Rolling-Shutter-Based
Gradient WFS

In this section, we present a generic formalism to compute the signals of a gradient wavefront
sensor based on a rolling shutter detector, and we apply it to a few notable cases for verification
purpose.

We consider a full circular pupil, and we adopt a reference system with origin in the center
of the pupil, the y axis parallel to the detector columns, and unitary pupil radius.

We describe the wavefront to be measured as developed on a series of Zernike polynomials®'
Z; whose amplitude c; depends on the time:

(s8]

Py, 1) = aZi(xy). (14)

i=1

We suppose a rolling shutter exposure sequence where all the subapertures at coordinates y
are exposed in the temporal interval from D(y) and D(y) 4+ T, where D(y) denotes the delay of
start of integration of the line in y. Again, we consider that each subaperture is exposed in a
global shutter way, i.e., we do not consider individual pixels readout but we simplify the model
as if all the detector lines belonging to a given subaperture were exposed in the same interval.

The WES y gradient signals are as follows:

1 [POHT dgp

S, (x, :—/ —(x,y,t)dt,
y(ny) = o 6y( i)

D(y)+T

1 & 0Z;
=52 i e (15)

In the case of read-out sequence #1 (top to bottom), the delay D becomes:

D(y) =T3. (16)
while in the case of read-out sequence #2 (edge to center) the delay D reads:
D(y) = T(1 = |yl). (17)

We can describe the temporal evolution of the amplitude of mode i with a polynomial series:

ci(t) = iait". (18)

k=0

Substituting Eq. (18) in Eq. (15), we obtain:
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io: Zz ) . tk+1 t:D(})-FT
ag
=1 ay Tz "k+1 1=D(y)
- aZ, SN
=> —(xy Z (T + D(y))**" = D(y)**1]. (19)
= oy = Tk

It is worth noting that this relation can be easily extended to the signal S, along the x direction
simply substituting dZ;/dy with 0Z;/dx. In Eq. (19), we recognize that the signal measured for
every mode i is the actual gradient of the i’th mode multiplied by a polynomial in y, described by
the series in k. Hence, the reconstruction process will reconstruct modes of order equal and
higher than i, whose amplitude depends on ai, in a kind of inverse aliasing where every aber-
ration of a given spatial frequency can contribute to DIAs of higher spatial frequencies.

8.1 Global Shutter Case
In the case of a global shutter detector, D(y) = 0 and Eq. (19) simplifies to

97, 2 GiTE &7,
Sy(x,y) = - (x, = Lx,y)é 20
4 (x.9) >3y (x y);(,“r 0 > 5y (:Y)E (20)

where ¢; denotes the time-average over the period T of the modal amplitude c¢;. The result in
Eq. (20) shows the expected behaviour of a global shutter gradient wavefront sensor.

8.2 Rolling Shutter Case: Top-Bottom Read-Out Sequence

We can substitute Eq. (16) for the read-out sequence #1 in Eq. (19) and we get

=) ()Zl o0 aiTk y k+1 y k+1
st = 5 ST [(142)" - (2)"].

i-1 %Y k
Y4 S [ai T [ k+1 .
i a; +
Yo in ()6
; dy ; k+1 ]:Z() i 2
where we used the expansion
bl
(1+a) —a = (J.)af. (22)

Expanding the series to the second order in y and T, we get

2

T . . T . T* . T’ .
5“’1 “r?alz “1‘)’(56111 +76112> +Ia’2y2], (23)

NVA
Sy(x,y) =

(x.3) [ n
= 9

where we see that the coefficients of the polynomial in square brackets, responsible for the ali-
asing into the higher-order modes, are non-zero for all terms. Hence, every time-evolving mode i
will contribute to the aliasing into all the radial orders higher than the one of mode i.

8.3 Tilt Evolving at Constant Speed

The case of wavefront consisting only of tilt, Z5(x, y) = 2y, evolving at constant speed consid-
ered in Sec. 3 is equivalent to a} = 0V i, k excluding i = 3 and k = 1. The y signal is given as
follows:
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0Z T 2 2
Sy(x,y) =a—y3(x,y)a‘7 Kl +§> - (%) ] =aiT(1+y), (24)

and S,(x,y) = 0 because 0Z3/dx = 0. It is straightforward to recognize in the signals above the
gradient of a wavefront that is the sum of a tilt mode Z; of amplitude a37/2 and of a cylinder
mode, defined in Eq. (4), of amplitude a37'/8; this result is in agreement with both the simplified
argument in Sec. 3 and numerical simulations shown in Fig. 8.

8.4 Rolling Shutter Case: Edge-to-Center Read-Out Sequence

If we substitute Eq. (17) for the read-out sequence #2 in Eq. (19), we get

- 8Z, - aiTk
Sy(x.y) = ; % (x.y) ;ki T2 = DS = (=) (25)

Expanding the series to the second order in |y| and T, we get

2

2. 07; . 3T . TT* . . 4 .
Sy(x.3) = 5 () [aéﬁ?a’l + -y = D@ T +3T%a) + TPayy? | (26)

i=1

where we see that the polynomial in square brackets describing the aliasing effect is even in y.
Therefore, the DIAs are of the same parity as the i’th mode that causes them, as clearly visible in
the red line of Fig. 11.
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