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Abstract. The Mid-infrared ELT Imager and Spectrograph (METIS) will be equipped with a
single conjugate adaptive optics (SCAO) system comprising the deformable mirror M4, the tip–
tilt mirror M5, a wavefront sensor, and a modal controller implemented on real-time computers.
To prevent any damage to M4 during operation and windup phenomena due to internal checks
of M4, its absolute shape, time-discrete change of shape, and inter-actuator strokes are limited.
Hence, we present a strategy to consider M4’s Cartesian constraints in the modal METIS-SCAO
controller within this conceptual study. This strategy modifies the modal control error before it
is fed into the SCAO controller considering the spatio-temporal and segmented characteristics
of M4. Additionally, we present three different algorithms realizing this strategy. Furthermore,
the presented strategy features the following characteristics, among others: add-on to a previ-
ously designed METIS-SCAO controller, no permanent trade-off between performance and con-
straint compliance, and application of numerically cheap approximating models. Moreover, we
verify the functionality of the presented algorithms via standalone and closed loop simulations of
the METIS-SCAO system. The simulations show that all presented algorithms work as intended
and successfully enforce M4’s constraints. Therefore, the presented strategy and the three cor-
responding algorithms are applicable to the METIS-SCAO system. © The Authors. Published by
SPIE under a Creative Commons Attribution 4.0 International License. Distribution or reproduction of this
work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10
.1117/1.JATIS.8.2.029005]
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1 Introduction

As one of the first-light instruments of the Extremely Large Telescope (ELT) [see Fig. 1(a)],
the Mid-infrared ELT Imager and Spectrograph (METIS) is currently under development and
is expected to be operational in the late 2020s. METIS will search for and characterize exopla-
nets, proto-planetary disks, as well as low-mass brown dwarfs, among others. It will be equipped
with a single conjugate adaptive optics (SCAO) system to compensate for atmospheric and wind-
induced wavefront disturbances, thereby, fully exploiting the ELT’s maximum spatial resolution
capability. The METIS-SCAO system (see Sec. 2.1) is a cascaded control loop and comprises the
deformable mirror M4 (see Sec. 2.2), the tip–tilt mirror M5, an infrared pyramid wavefront sen-
sor, and a controller implemented on real-time computers.1,2 M4 is a thin annular mirror com-
posed of six identical independent segments and can adopt arbitrary deformations using 5352
actuators.2 To prevent any damage to M4 during operation and windup phenomena due to inter-
nal checks of M4, its absolute shape, time-discrete change of shape, and inter-actuator strokes
(IAS) are limited. Hence, the modal METIS-SCAO controller, the outer controller for the cas-
caded SCAO system described in Sec. 2.3, must adhere to the constraints of M4 defined in a
Cartesian world. In this conceptual study, we will focus on the provision of M4’s constraints for
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the modal METIS-SCAO controller without jettisoning the previously developed control
scheme.

One of the most used methods to consider input constraints in control loops is anti-windup.
Its theory is well established and functions by modifying the (internal) states or inputs of a pre-
existing controller to prevent windup phenomena in presence of input constraints.3–7 A similar
idea is to switch controllers when operating near an input constraint.8,9 In contrast to these con-
cepts, the constraints considered in this work refer to the output of M4.

Another highly popular framework for control loops featuring arbitrary constraints is model
predictive control (MPC). It has attracted tremendous interest for many decades and the corre-
sponding theory is well established and described extensively.10–12 Variants of MPC potentially
applicable to AO systems running at high loop rates ≥500 Hz are explicit MPC (Ref. 12, Ch. 7),
distributed MPC (Ref. 12, Ch. 6), and fast solvers for general MPC problems.13–15 However, MPC
has been successfully applied only in an AO systems with few degrees of freedom (≤100),
requiring a high numerical or algorithmic effort.15,16 Hence, the design and real-time implemen-
tation of MPC for a high-dimension multi-input multi-output (MIMO) system running at high
rates, such as theMETIS-SCAO system (≈3200 control inputs, loop rate ≤1 kHz), is challenging.
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Fig. 1 The ELT and its optical layout. (a) ELT rendering with opened dome exposing the main
structure and primary mirror M1. (b) Interior configuration of the ELT focusing incoming light via
five mirrors on METIS, which is installed on a lateral Nasmyth platform. (credit: European Southern
Observatory).
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A distant cousin of MPC is the well-known linear-quadratic (LQ) controller [cf. (Ref. 17, Ch.
8)], which has been successfully applied to AO systems with input constraints.18–20 The LQ
controller minimizes some quadratic objective function and provides a closed-form controller.
However, it can only address soft constraints while permanently reducing the overall perfor-
mance of the control loop [see (Ref. 17, Ch. 8.4) and (Ref. 21, Ch. 13.4)].

The reference governor, also referred to as a command governor, is an add-on for control
loops with reference trajectories and controllers designed without regard for constraints. It
modifies the loop’s reference trajectory to satisfy arbitrary constraints. In the past 35 years,
the reference governor has attracted significant interest, and literature overviews are given by
Kolmanovsky et al.22 and Garone et al.23 The realization of a reference governor can be based on
online optimization,24,25 invariant sets,26,27 and explicit formulas.28 However, the METIS-SCAO
system rejects arbitrary disturbances, and its reference is always piece-wise constant and usually
zero (see Sec. 2.3).

A related but less-known concept is the error governor, which is again an add-on for control
loops. It modifies the loop’s control error before it is fed into the controller to satisfy arbitrary
constraints and is, therefore, a promising concept for the METIS-SCAO controller. The error
governor was originally introduced by Kapasouris et al.29,30 and extended by Tan et al.31,32

They applied a scalar scaling of the control error to linear time-invariant MIMO control loops
and used pure online optimization29,30 or a combination of pre-calculated sets and (reduced)
online optimization31,32 to obtain the scaling factor. This specific “Kapasouris–Tan type” error
governor has been applied to various examples featuring exclusively input constraints, e.g.,
airplanes,29,30 helicopter,31 aerodynamic actuator,33 throttle valve,34 rockets,35,36 platooning of
vehicles,37 and proportional-integral-derivative (PID) controlled single-input single-output
(SISO) systems.38

The Kapasouris–Tan type error governor has been extended to control loops with input con-
straints and a linear parameter varying controller39 or an online parameter estimation adapting
both the controller and governor.40 Furthermore, Ozgoli et al.41,42 calculated the scaling factor for
a Kapasouris–Tan type governor, enforcing input constraints, via fuzzy logic instead of optimi-
zation to reduce the computational costs. Similar to MPC, the design and real-time implemen-
tation of a Kapasouris–Tan type error governor for a high-dimension MIMO system running at
high loop rates, such as the METIS-SCAO system, is challenging. Also, it does not take the
spatio-temporal characteristics of M4 into account, because local constraint violations results
in a global scaling of the relevant M4 segment’s control error.

The main contribution of this conceptual study is the presentation of an error-governor-based
strategy to consider M4’s constraints, defined in a Cartesian world, in the modal METIS-SCAO
controller (see Fig. 2). This strategy modifies the modal control error before it is fed into the
SCAO controller taking the spatio-temporal and segmented characteristics of M4 into account,
hence, it will be referred to as the spatio-temporal error governor (STEG) hereafter. Additionally,
we introduce and verify (via simulations) three different algorithms realizing the STEG.
Moreover, the STEG features the following characteristics, among others: add-on to the previ-
ously designed METIS-SCAO controller, application of estimated SCAO models, no trade-off
between performance and constraint compliance, parallelization through segment-wise algo-
rithm evaluation, and algorithms with different characteristics (e.g., computational costs, impact
on the SCAO performance).

Section 2 briefly introduces the METIS-SCAO system, its components, as well as the rea-
soning and objectives for the STEG. Subsequently, in Sec. 3, the STEG’s working principle and
three different algorithms are presented. Section 4 verifies the functionality of the introduced
STEG algorithms via standalone and closed loop simulations of the METIS-SCAO system.
We summarize in Sec. 5 the presented results and provide directions for future work.

2 System Description and Objectives

In this section, we briefly introduce the METIS-SCAO system (see Sec. 2.1) and its deformable
mirror M4 (see Sec. 2.2). Afterward, we present the modal METIS-SCAO controller including
the STEG (see Sec. 2.3) as well as the reasoning and objectives for the STEG (see Sec. 2.4).
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For all spatio-temporal signals in this and the following sections regular italic or Fraktur
symbols correspond to their representation in Cartesian or modal coordinates, i.e., M4’s eigenm-
odes or tip–tilt,44,45 respectively (cf., Table 1). Additionally, all wavefront-related and modal
signals in the METIS-SCAO controller are calculated considering the ELT’s optical layout
shown in Fig. 1(b) and the associated optical projections (for detailed information see Ref. 46).

2.1 METIS-SCAO System

The METIS-SCAO system depicted in Fig. 2(a) is a cascaded control loop, featuring local con-
trol systems for the active mirrors M4 and M5 and rejecting arbitrary wavefront disturbances d to
fully exploit the ELT’s spatial resolution capability. Using the infrared wavefront sensor of
METIS, the wavefront ywf is measured, which is the superposition of the disturbance d (caused
by, e.g., atmosphere and wind-induced vibrations) and the corrections ỹM4∕M5 of the active mir-
rors M4 and M5. Subsequently, the SCAO controller computes the modal control inputs uM4∕M5

for M4 and M5 at a loop rate up to 1 kHz to reduce the control error ewf ¼ rwf − ywf between the
reference and measured wavefront. The reference wavefront rwf is always piece-wise constant
and typically zero. Moreover, the corrections ~yM4∕M5 of the active mirrors result from projecting
their doubled mirror shapes 2yM4∕M5 according to the ELT’s optical layout [see Fig. 1(b) and
Ref. 46].

METIS’s wavefront sensor is an infrared pyramid sensor measuring the incoming wavefront
at a rate between 100 Hz and 1 kHz. The tip–tilt mirror M5 is a flat monolithic mirror sized

Table 1 List of Fraktur symbols (corresponding modal representation) and the equivalent regular
italic symbols (corresponding Cartesian representation) for all spatio-temporal signals used in this
paper.

Regular italic symbol c d e o r u y

Fraktur symbol c d e o r u y

(a)

(b)

Fig. 2 Block diagrams of the METIS-SCAO control loop. (a) Overall SCAO control loop correcting
wavefront disturbances via M4 and M5. (b) SCAO controller from (a) in detail and including the
STEG (cf., Ref. 43). All blocks with related functions are color coded, where red corresponds to
the tip–tilt split, blue to the tip–tilt control, and green to the control for higher errors.
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≈ 2.2m × 2.7 m providing exclusively slow and large tip–tilt corrections. M5 is actuated by
three piezo-electric drives, its tip–tilt position is controlled via a local control system also damp-
ing M5’s eigenmodes, and its mirror tile is made of silicon carbide.2

2.2 Deformable Mirror M4

The deformable mirror M4 pictured in Fig. 3 is a flat annular mirror composed of six identical
independent plate segments. Its reflective annulus has an inner diameter of ≈0.5 m, an outer
diameter of ≈2.5 m, and is coated with a thin aluminum layer.2

Each M4 segment shown in Fig. 4 is flat, uniformly 1.95-mm thick, and made of a glass
ceramic. All segments are elastically supported at their outer curved edges via flat springs
directly attached to them (see Figs. 3 and 4). These flat springs themselves are clamped to the

Fig. 3 Rendering of M4 including its powered mount. One of the six identical and independent
mirror segments is highlighted (adapted from the European Southern Observatory).

Fig. 4 Abstracted sketch of an M4 segment elastically supported by flat springs at its outer curved
edge. Several actuator-sensor pairs (×) deforming the segment are marked.
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support structure (dark gray with green lines in Fig. 3), which in turn is attached to M4’s powered
mount. Consequently, the springs impede in-plane translations and rotations of the M4 segments
while enabling out-of-plane movements on the other hand. Since the M4 segments hover
≈100 μm above the support structure during operation, all other edges of the M4 segments are
free and hence M4 consists of six independent annular sectors.2

The segments can adopt arbitrary mechanical out-of-plane deformations with amplitudes up
to �40 μm and high spatial frequencies utilizing 892 non-contacting voice coil actuators and
collocated capacitive sensors per segment. The actuator-sensor pairs are arranged in a triangular
grid across each segment as sketched in Fig. 4 and are spaced ≈31;5 mm apart.2

We conducted a modal analysis of M4 and presented the obtained eigenmodesmkðr; θÞ of an
M4 segment in a previous paper (see also Fig. 5).47 Due to the finite number of M4 actuators,
the modal METIS-SCAO controller can use up to 540 linear independent modes (calculated via
a finite element analysis) per segment to correct wavefront disturbances. Among other, the
Petersen–Middleton theorem for multidimensional sampling considering M4’s actuator pattern
was used to determine the reduced set of applicable M4 modes. A detailed description of all
methods and characteristics for determining the reduced modal set will be presented in future
publications. Accordingly, the modal basis utilized in the METIS-SCAO controller is the union
of the segments’ modal bases totalling 3240 modes.

M4’s shape is controlled via a local control system using the discrete actuator-sensor pairs.
Therefore, the spatio-temporal dynamics of the locally controlled M4 segments, modally trans-
formed with their eigenmodes mk, are identical and decoupled MIMO system. The diagonal
elements of these MIMO systems are

EQ-TARGET;temp:intralink-;e001;116;472

LfyM4;kg
LfuM4;kg

¼ GM4;kðsÞ ¼
ω2

s2 þ 2ηωsþ ω2
e−Tds ∀ k; (1)

with the Laplace transform Lf·g, the Laplace variable s, an angular frequency ω ¼ 2953 rad
s
,

a damping factor η ¼ 0.65, a time delay Td ¼ 250 μs, and the modal index k (cf., Ref. 43).
All other elements of this transfer matrix of an M4 segment are zero.

Fig. 5 First four eigenmodes mk of an M4 segment sorted according to their respective eigen-
frequencies (cf., Ref. 47).
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To prevent any damage to M4 during operation and windup phenomena due to internal
checks of M4, the following (mechatronic) constraints are imposed to M4 at all times and also
on the full mirror:

1. absolute shape yM4 ∈ Ld ¼ ½−40;40� μm (named displacement constraint, subscript d),
2. time-discrete change of shape yM4ðtÞ − yM4ðt − 1Þ ∈ Lc ¼ ½−10;10� μm

ms
(named change

constraint, subscript c),
3. IAS ∈ Lias ¼ ½−5;5� μm (named IAS constraint, subscript ias).

As the M4 segments are independent, the displacement and change constraints apply to each
segment as well as M4 as a whole. Furthermore, the IAS is the stroke or shape difference
between neighboring actuators of an M4 segment. Moreover, any violation of these constraints,
defined in Cartesian coordinates, depends on all eigenmodes of the respective M4 segment, used
in the modal METIS-SCAO controller. Acting as an additional protective mechanism besides the
STEG, the aforementioned constraints are rechecked in M4’s local control system.

It is worth noting that this paper is a conceptual study and the presented values of the con-
straints Ld, Lc, and Lias are tentative data. Additionally, the constraints to be fulfilled or their
combination will likely change in the further course of the ELT project, for instance, the IAS will
be replaced by the closely related applied forces of M4’s actuators in the near future. The STEG
and its corresponding algorithms can be easily adapted to accommodate force instead of IAS
constraints.

2.3 METIS-SCAO Control Concept

Our overarching goal for the METIS-SCAO system is the development of a SCAO controller
providing the best wavefront correction to fully exploit the ELT’s spatial resolution capability.
Since, e.g., METIS-SCAO system features non-negligible spatio-temporal dynamics of M4 and
M5 as well as a high number of degrees of freedom (cf., Secs. 2.2 and 4.2), we use the METIS-
SCAO controller shown in Fig. 2(b). This SCAO controller was extensively explained in Ref. 43
and it is the outer controller for the cascaded SCAO control loop. The numeric evaluation of the
SCAO controller is partitioned among the real-time computers of the ELT (e.g., T tt andKtt;s) and
METIS (e.g., Ett, Khm, and G).

First, in the SCAO controller, the wavefront error ewf is split into its tip–tilt ett and higher
modal (tip–tilt free) ehm components via linear transformations (red blocks). Based on M4’s
current tip–tilt correction ỹM4;tt and the error ett, a modal main-secondary control, featuring
decoupled I and PI controllers, computes the tip–tilt control inputs uM5 and uM4;tt, represented
in M4’s eigenmodes via T tt, for the active mirrors (blue blocks, the main-secondary control has
been usually referred to as master-slave control in the past.) In parallel, the modal control input
uhm for M4 correcting the higher modal errors ehm is calculated via the STEG G and decoupled
modal PI controllers (green blocks).

The STEG is located in the controller branch responsible for the higher modal error ehm and
modifies just this error. Moreover, the STEG takes into account M4’s tip–tilt command uM4;tt

in addition to its shape yM4 and sends a freeze command to M4’s tip–tilt controller Ktt;m if the
STEG is active. Hence, the STEG manipulates the tip–tilt main-secondary control as little as
possible while enforcing the constraints of M4 and complies with all technical requirements
for the METIS-SCAO control. Additionally, the tip–tilt controllers Ktt;m and Ktt;s feature inte-
grator and output clipping to prevent excessive control inputs.

Since the M4 segments are independent, the STEG’s calculations are performed per segment.
Therefore, the higher modal control input uhm may contain a synthetic and quasi-static tip–tilt
component if the STEG was active, which is gradually shifted to the main-secondary control via
the bleed-off ett;bo. Furthermore, the STEG is a central component of the METIS-SCAO system
and all components of the SCAO controller are numerically evaluated at a loop rate ≤1 kHz.

2.4 Reasoning and Objectives

The goal for this conceptual study is the consideration of M4’s constraints in the modal METIS-
SCAO controller to prevent any damage to M4 during operation and windup phenomena due to
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internal checks of M4. Moreover, the corresponding strategy shall be a modular add-on to the
previously developed SCAO controller (cf., Sec. 2.3) and shall not require a permanent trade-off
between control performance and constraint compliance. In the following, we will summarize
the reasons to use the STEG (cf., Sec. 1).

We dismissed an anti-windup for the METIS-SCAO controller, because these strategies focus
on input constraints, whereas M4’s constraints are output constraints, and strongly dependent on
the used controller (e.g., modification of controller states). Furthermore, we opted against LQ
controllers since they incorporate soft constraints resulting in a permanently reduced METIS-
SCAO performance. Moreover, we decided to not use MPC, as the design and real-time imple-
mentation of any variant of MPC is challenging for the METIS-SCAO system, being a high-
dimension MIMO system running at high loop rate. Additionally, MPC is a fully integrated and
non-modular control architecture. Since the METIS-SCAO system rejects arbitrary disturbances
and its reference is always piece-wise constant, a reference governor is inapplicable.

An error governor is a promising concept to consider M4’s constraint, because it is an dis-
entangled add-on to the pre-existing controller and requires no trade-off between performance
and constraint fulfillment, for example. Nevertheless, the well-known Kapasouris–Tan type error
governor features several drawbacks. First and similar to MPC, the design and real-time imple-
mentation of the required online optimization and evaluation of high-dimensional sets and con-
trol loop models is challenging. Moreover, a scalar scaling of the control error is detrimental in
general, as a potential local constraint violations results in a global scaling of the relevant M4
segment’s control error and hence a serve global modification of the segment’s shape. Extending
this type of error governor to a element-wise modification of the control error would increase the
associated numeric workload tremendously. Furthermore, the Kapasouris–Tan type governor
requires a precise model of the control loop and its state information. To circumvent the afore-
mentioned disadvantages and exploit the general advantages of the error governor, we developed
the STEG being presented subsequently.

3 Algorithms for the STEG

Before we present the working principle (see Sec. 3.2) and three different algorithms (see
Secs. 3.3 to 3.5) of the STEG in detail, we introduce the common notation and terms in
Sec. 3.1. Finally, in Sec. 3.6, we summarize the advantages of the STEG and the characteristics
of its respective algorithms.

All following variables, definitions, equations, and algorithms apply to one M4 segment
since all segments are independent and the STEG’s calculations are performed per segment.
Furthermore, all modal or Cartesian variables introduced until this point refer hereafter only
to the M4 segment under consideration.

3.1 Notation

We refer to the area of an M4 segment as SM4 ⊂ R2, which is most easily expressed in polar
coordinates. The generalized coordinates of an M4 segment are named x ¼ fx1; x2g ∈ SM4.
Moreover, M is the linear transformation of M4’s shape from its Cartesian to modal (using
M4’s eigenmodes mk) representation and M−1 is its inverse. Furthermore, A−1 is the linear
transformation from the modal coordinates of M4’s shape to the corresponding IAS. We specify
the saturation of f, an arbitrary matrix or function, with respect to a convex set L ¼ ½ll; lu� ⊆ R
of constraints as

EQ-TARGET;temp:intralink-;e002;116;162satLðfÞ ¼ minðmaxðf; llÞ; luÞ; (2)

where max and min are the element- or point-wise extremes.
To reduce the computational costs of the STEG, we establish the operators SM4, SOL, and

SOL;c approximating the dynamical behavior of M4 or the interconnection of M4 and Khm. SM4

calculates an upper approximation of the M4 segment’s most extreme shape following the cur-
rent time step t based on the current and past shapes yM4ðtÞ; yM4ðt − 1Þ; : : : and tip–tilt control
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inputs uM4;ttðtÞ; uM4;ttðt − 1Þ; : : : , i.e., it is an estimate of M4’s dynamic behavior [see,
e.g., Eq. (11a)].

Using SM4, we can define the auxiliary variables c and o

EQ-TARGET;temp:intralink-;e003;116;698cðtÞ ¼ M−1cðtÞ ¼ 1

2
M−1ẽhmðtÞ; (3)

EQ-TARGET;temp:intralink-;e004;116;644oðtÞ ¼ M−1oðtÞ ¼ M−1SM4ðyM4;uM4;ttÞ; (4)

which are the applied change and the pre-existing offset of the M4 segment’s shape at an arbi-
trary time step t, respectively. Note that we drop the time index in the application of the approxi-
mating operators for better readability and the scaling factors 1

2
or 2 are due to M4’s reflective

properties. For the same reason, we name past changes cðt − 1Þ; cðt − 2Þ; : : : (relative to the
current time step t) as cp. The offset o is not just the shape yM4, because the STEG is disentangled
from the tip–tilt control and M4’s tip–tilt control input must be considered.

The operator SOL calculates an upper approximation of the M4 segment’s most extreme
shape in the future based on the current and last changes cðtÞ; cðt − 1Þ; : : : and offsets
oðtÞ; oðt − 1Þ; : : : , i.e., its an estimate of the open loop interconnection of M4 and Khm [see,
e.g., Eq. (11b)]. Highly related to SOL, SOL;c computes an upper approximation of the most
extreme time-discrete shape change in the future based on the current and past changes
cðtÞ; cðt − 1Þ; : : : [see, e.g., Eq. (11c)]. The approximating operators SM4, SOL, and SOL;c may
be obtained by analytic investigations or heuristic estimations of M4 and Khm (see e.g., Sec. 4).

We assume that all approximating operators perform a linear combination of their respective
inputs, i.e., they are some modified linear difference equations. Additionally SM4 includes some
linear transformations to merge the different modal spaces used, i.e., M4’s eigenmodes and
tip–tilt. Hence, for the operators

EQ-TARGET;temp:intralink-;e005;116;419CðtÞ ¼ SOL;cðcðtÞ; cpÞ; (5)

EQ-TARGET;temp:intralink-;e006;116;374OðtÞ ¼ SOLðo; cðtÞ; cpÞ; (6)

exist inverse operators denoted by

EQ-TARGET;temp:intralink-;e007;116;349cðtÞ ¼ S−1
OL;cðCðtÞ; cpÞ; (7)

EQ-TARGET;temp:intralink-;e008;116;306cðtÞ ¼ S−1
OLðOðtÞ; o; cpÞ; (8)

which are used in two of the three STEG algorithms. These assumptions are not restricting,
because the operators are just approximations and even nonlinear systems may be considered
through constantly updating the approximating operators.

3.2 Working Principle

The STEG consists of two consecutive steps. At first, the STEG checks for violations of M4’s
constraints using the approximating operators, the higher modal control error ehm, M4’s shape
yM4, and M4’s tip–tilt control input uM4;tt. If no (upcoming) violation is detected, the STEG just
feeds the control error ehm through [i.e., ehm ðtÞ ¼ e

∼
hm ðtÞ] and the SCAO performance is not

impaired. Otherwise, the STEG modifies the control error such that all constraints of M4 will be
fulfilled using again the approximating operators and the STEG’s input signals. The secondary
objective for the modification of the control error is that the measured ehm and the modified error
ẽhm match as closely as possible. Hereafter, the STEG’s first step is named constraint check,
whereas the second is called error modification.

In the following three sections, we will present different algorithms realizing the two-
step STEG procedure. These algorithms feature varying computational costs, implementation
efforts, and differences between measured and modified control error (resulting in different
performances of the METIS-SCAO system). Furthermore, the two step procedure itself reduces
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the computational costs of the STEG in general since violations of M4’s constraints are rare
events.

3.3 Optimization-Based Algorithm

To establish a reference case for all algorithms implementing the STEG, we present the so-
called optimization-based algorithm in this section. The STEG’s constraint check is done by test-
ing the extreme mirror shape and shape change, estimated via the approximating operators, on the
M4 segment SM4 (see Sec. 3.3.1). Subsequently, an optimization problem is solved to obtain the
modified control error ẽhm ensuring the fulfillment of all M4’s constraints (see Sec. 3.3.2).

3.3.1 Constraint check

The algorithm’s first step at each time step t is to check whether M4’s constraints will be satisfied
on the segment SM4, if the current control error ehm is passed to the modal controllerKhm. For this
purpose, the sets

EQ-TARGET;temp:intralink-;e009a;116;545 Vd ¼
�
x ∈ SM4jM−1SOL

�
o;
1

2
ehm; cp

�
∈= Ld

�
; (9a)

EQ-TARGET;temp:intralink-;e009b;116;488Vc ¼
�
x ∈ SM4jM−1SOL;c

�
1

2
ehm; cp

�
∈= Lc

�
; (9b)

EQ-TARGET;temp:intralink-;e009c;116;454Vias ¼
�
x ∈ SiasjA−1SOL

�
o;
1

2
ehm; cp

�
∈= Lias

�
; (9c)

are evaluated featuring the set of all IAS Sias and using Eqs. (3) and (4), as well as the approxi-
mating operators. Each set corresponds to all (spatial) coordinates, which will likely violate one
of M4’s constraints in the future. Combining these sets, we obtain

EQ-TARGET;temp:intralink-;e010;116;394V ¼ Vd ∪ Vc ∪ Vias: (10)

If V ¼ ∅, the algorithm outputs ~ehmðtÞ ¼ ehmðtÞ and skips the optimization-based error modi-
fication. Otherwise, the error modification is executed.

Remarks. It is worth noting that the check in Eq. (9) is purely spatial, because the temporal
dynamics of the METIS-SCAO system are taken into account via the approximating operators.
The computational costs of Eq. (9) are usually considerably smaller than predicting the full
spatio-temporal behavior of the METIS-SCAO system and checking it for violations of M4’s
constraints.

The approximating operators for the METIS-SCAO system running at the loop rate ¼ 1 kHz

used in this paper are

EQ-TARGET;temp:intralink-;e011a;116;244SM4∶ oðtÞ ¼ yM4ðtÞ þ kM4ðuM4;ttðtÞ − EttðyM4ðtÞÞÞ; (11a)

EQ-TARGET;temp:intralink-;e011b;116;199SOL∶ OðtÞ ¼ oðtÞ þ kM4cðtÞ; (11b)

EQ-TARGET;temp:intralink-;e011c;116;176SOL;c∶ CðtÞ ¼ kCkM4cðtÞ; (11c)

where kM4 ¼ 1.141 is the coefficient associated to M4’s dynamic (and its overshooting), kC ≤ 1

(typically = 1) is the coefficient linked to the controller Khm, and Ett is the linear operator
extracting the tip–tilt component of a given signal. We derived the approximating operators
in Eq. (11) by simplifying and estimating the dynamics of the SCAO system assuming that

1. the velocity of an M4 segment is always rather small (with respect to the loop rate =
1 kHz),

2. the individual controllers (Khm, etc.) do not aim for an instantaneous correction of their
respective control errors,
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3. the individual controllers (Khm, etc.) do not introduce excessive additional overshooting
and oscillations.

It is worth noting that the METIS-SCAO system fulfills all aforementioned assumptions
and the operators presented in Eq. (11) provide sufficiently detailed, simple, and conservative
approximations of the METIS-SCAO system.

3.3.2 Error modification

Following a constraint check providing a non-empty set of violationsV, an optimization problem
is solved to obtain the modified control error ẽhm such that

1. all constraints of M4 will be fulfilled on the M4 segment SM4,
2. the difference between the required 1

2
M−1ehm and modified 1

2
M−1ẽhm change (repre-

sented in Cartesian coordinates) is minimized.

The corresponding quadratic problem (QP) at the current time step t is

EQ-TARGET;temp:intralink-;e012a;116;536ẽhm ↢ arg min

����� 12M−1ẽhm −
1

2
M−1ehm

����
2

2

�
¼ arg minðkΔcðẽhmÞk22Þ; (12a)

subject to Eqs. (3) and (4), and

EQ-TARGET;temp:intralink-;e012b;116;479M−1SOL

�
o;
1

2
ẽhm; cp

�
∈ Ld ∀ x ∈ SM4; (12b)

EQ-TARGET;temp:intralink-;e012c;116;422M−1SOL;c

�
1

2
ẽhm; cp

�
∈ Lc ∀ x ∈ SM4; (12c)

EQ-TARGET;temp:intralink-;e012d;116;390A−1SOL

�
o;
1

2
ẽhm; cp

�
∈ Lias ∀ x ∈ Sias: (12d)

It is a constrained convex QP and can be efficiently solved via many optimization methods
(e.g., interior-point and active set). Note again that the constraints of the QP in Eqs. (12b)–(12d)
are purely spatial, significantly reducing the computational costs compared to a QP featuring full
spatio-temporal checks for M4’s constraint.

Both optimal and sub-optimal solutions of the QP in Eq. (12) will be used as outputs of the
optimization-based algorithm since both groups satisfy M4’s constraints. Sub-optimal solutions
occur when the optimization method cannot satisfy the specified optimality tolerances. If the
optimization fails and does not provide an optimal or sub-optimal solution, the algorithm outputs
ẽhmðtÞ ¼ 0 and we name the algorithm’s status “failed.”

Remarks. Instead of assessing the change difference Δc for the QP objective function
Eq. (12a), the deviation between measured ehm and modified ~ehm control error can be used for
this purpose. However, the error-based objective function kẽhm − ehmk22 requires an additional
transformation increasing the consumption of computer resources. Since ehm ≈M−1ehm and
ẽhm ≈M−1ẽhm for the METIS-SCAO system, both objective functions for the QP in Eq. (12)
are very similar and provide closely matching optimization results.

For the METIS-SCAO system, Eq. (12) features 540 optimization variables and ≈39;000
constraints for one M4 segment. The ≈39;000 constraints consist of ≈5000 IAS constraints
as well as displacement and change constraints on ≈17;000 discretization points of the M4’s
segment SM4, providing a reasonable Cartesian spatial resolution of ≈7 mm.

To further reduce the computational costs of the QP in Eq. (12), optimization methods with
loose optimality tolerances or highly efficient implementations can be used. Since the optimi-
zation-based algorithm is the reference case for the other STEG algorithms presented, we use an
interior-point method with rather tight tolerances in this paper, typically providing the optimal
solution of Eq. (12).
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3.4 Iterative Heuristic Algorithm

Since a real-time implementation of the optimization-based STEG algorithm is challenging for
the METIS-SCAO controller, we present the optimization-free so-called iterative heuristic algo-
rithm. This algorithm conducts the STEG’s constraint check by testing M4’s extreme shape and
shape change on subsets of its segment area SM4 (see Sec. 3.4.1). Afterwards, the error modi-
fication is implemented using a set-based iterative procedure (see Sec. 3.4.2).

3.4.1 Constraint check

The algorithm’s first step at each time step t is to check, similar to Sec. 3.3.1, whether M4’s
constraints will be satisfied on subsets of SM4. Hence, the reduced sets of coordinates likely
violating one of M4’s constraint in the future are

EQ-TARGET;temp:intralink-;e013a;116;584Vr;d ¼
�
x ∈ Sr;djsdM−1SOL

�
o;
1

2
ehm; cp

�
∈= Ld

�
; (13a)

EQ-TARGET;temp:intralink-;e013b;116;527Vr;c ¼
�
x ∈ Sr;cjscM−1SOL;c

�
1

2
ehm; cp

�
∈= Lc

�
; (13b)

EQ-TARGET;temp:intralink-;e013c;116;497Vr;ias ¼
�
x ∈ Sr;iasjsiasA−1SOL

�
o;
1

2
ehm; cp

�
∈= Lias

�
; (13c)

where Sr;d ⊆ SM4, Sr;c ⊆ SM4, as well as Sr;ias ⊆ Sias are the reduced sets for the check and s⋆ ∈
R≥1 are safety factors. Combining these sets, we obtain

EQ-TARGET;temp:intralink-;e014;116;448Vr ¼ Vr;d ∪ Vr;c ∪ Vr;ias: (14)

If Vr ¼ ∅, the algorithm outputs ẽhmðtÞ ¼ ehmðtÞ and skips the error modification. Otherwise,
the iterative error modification is executed.

Remarks. In general and especially in the case of the METIS-SCAO system, it is sufficient to
conduct the constraint check in Eq. (13) on the reduced sets Sr;⋆ ⊆ SM4. By applying the reduced
check in Eq. (13) instead of Eq. (9) to the METIS-SCAO system about 50% computation time
can be saved. We obtained the reduced sets Sr;⋆ by computing several extrema of each M4’s
eigenmode mk and combining them. The reason for this is that the chances of a constraint vio-
lation are particularly high at the locations of the eigenmodes’ extrema. Of course, other pro-
cedures may be used to calculate the reduced sets Sr;⋆.

The safety factors s⋆ are usually slightly larger than 1 and are intended to tune or improve the
detection reliability for constraint violations in Eq. (13). Their respective values strongly depend
on the procedure used to obtain the sets Sr;⋆ and the desired detection reliability. However, safety
factors s⋆ > 1 may result in false positive violation detections, resulting in a prematurely termi-
nated error modification and no error modification. We tested both checks in Eqs. (9) and (13)
with 50,000 random offsets o and control errors ehm, whose elements were normally distributed
and featured decreasing amplitudes for increasing modal indices. By specifying a desired error
rate for undetected constraint violations ≤1 × 10−4, we obtained the safety factors sd ¼ 1.006,
sc ¼ 1.005, and sias ¼ 1.197 for the METIS-SCAO system.

3.4.2 Error modification

If the previous constraint check for the time step t provides a non-empty set Vr, a set-based
iterative modification of the measured error ehmðtÞ is performed to obtain the modified error
ẽhmðtÞ meeting all constraints of M4. The iterative error modification is subdivided into three
steps, which are described below: initialization, iterative modification, and scaling fallback.

Constraint violations usually occur just at one or a few small areas of an M4 segment.
Therefore, it is reasonable to just modify the measured error ehm or, more specifically, its
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corresponding change 1
2
M−1ehm in these small areas such that M4’s constraints will fulfilled.

This is the basic idea for the presented set-based iterative modification.

Initialization. At first, an initial guess for the set-based iterative modification is calculated
based on the required change 1

2
M−1ehmðtÞ. This is done using the sequence of equations

EQ-TARGET;temp:intralink-;e015a;116;673c0 ↢ S−1
OL

�
satLd

�
SOL

�
o;
1

2
M−1ehmðtÞ; cp

��
; o; cp

�
; (15a)

EQ-TARGET;temp:intralink-;e015b;116;616c0 ↢ S−1
OL;cðsatLc

ðSOL;cðc0; cpÞÞ; cpÞ; (15b)

EQ-TARGET;temp:intralink-;e015c;116;592c0 ↢ Mc0: (15c)

This sequence provides an initial spatial change c0 that already meets the displacement and
change constraints and its corresponding modal representation c0.

Note that M−1c0 ≠ c0 in general, because the change c0 may not be continuously partially
differentiable due to the satL operations applied in Eq. (15) and M4’s eigenmodes mk cannot
represent all such changes c0 exactly.

Iterative modification. After the initialization, the initial change c0 is repeatedly updated to
obtain the modified error ẽhmðtÞ, which will not cause any violations of M4’s constraints. This
iteration comprises Eqs. (16) and (17) featuring the index k ¼ 1; : : : ; Nmax and terminal index
Nmax. Hence, the initial change c0 could also be considered as some special ansatz shape used to
determine the error ẽhm.

At the beginning of the k’th step of the iterative modification, a constraint check is done on
the full segment area SM4

EQ-TARGET;temp:intralink-;e016a;116;426Vk;d ¼ Vk;d ∪ Vk;d ¼ fx ∈ SM4jM−1SOLðo; ck−1; cpÞ ∈= Ldg; (16a)

EQ-TARGET;temp:intralink-;e016b;116;381Vk;c ¼ Vk;c ∪ Vk;c ¼ fx ∈ SM4jM−1SOL;cðck−1; cpÞ ∈= Lcg; (16b)

EQ-TARGET;temp:intralink-;e16c;116;356Vk;ias ¼ Vk;ias ∪ Vk;ias ¼ fx ∈ SiasjA−1SOLðo; ck−1; cpÞ ∈= Liasg; (16c)

using the latest modified change ck−1. The subsets Vk;⋆ and Vk;⋆ contain all points x ∈ SM4

violating the corresponding upper and lower limits of L⋆, respectively.
If Vk ¼ Vk;d ∪ Vk;c ∪ Vk;ias ¼ ∅, the iteration breaks and the iterative heuristic STEG algo-

rithms outputs ~ehmðtÞ ¼ 2ck−1. Otherwise, the k’th iteration step is continued and finalized with
the sequence of equations

EQ-TARGET;temp:intralink-;e017a;116;282ck ↢ ck−1 − Δd;c ∀ x ∈ Vk;d ∪ Vk;c ; (17a)

EQ-TARGET;temp:intralink-;e017b;116;237ck ↢ ck þ Δd;c ∀ x ∈ ̱Vk;d ∪ ̱Vk;c ; (17b)

EQ-TARGET;temp:intralink-;e017c;116;215ck ↢ ck − Δias ∀ x ∈ PiasðVk;iasÞ; (17c)

EQ-TARGET;temp:intralink-;e017d;116;191ck ↢ ck þ Δias ∀ x ∈ PiasðVk;iasÞ; (17d)

EQ-TARGET;temp:intralink-;e017e;116;168ck ↢ satLim
ðckÞ; (17e)

EQ-TARGET;temp:intralink-;e017f;116;146ck ¼ Mck: (17f)

Here, Δd;c ∈ R>0 is the modification step for displacement and change violations, Δias ∈ R>0 is
the modification step for IAS violations, Pias is the IAS projection operator assigning a small
surrounding area to each actuator location, and Lim ⊊ R is the limiting set for ck. The application
of the operator Pias is necessary to guarantee a sufficient influence of each IAS violation to ck
and ck. Furthermore, the saturation of ck via the chosen set Lim in Eq. (17e) prevents excessive
and unreasonable spikes.
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It is worth noting that M−1ck ≠ ck in general, because ck is usually not continuously par-
tially differentiable due to Eq. (17e) (see also Fig. 6). Moreover, this is the reason for applying
repetitive modal forward and backward transformations in Eqs. (16) and (17). A modification of
Eq. (17), which is beneficial for a significantly reduced number of M4’s eigenmodes, is to skip
Eqs. (17c) and (17d) if

EQ-TARGET;temp:intralink-;e018;116;675F ðVk;d ∪ Vk;cÞ > kFF ðV1;d ∪ V1;cÞ; (18)

where F ðVÞ is the operator calculating the area of the set V and kF ∈ ½0;1� is the relative area
threshold.

Figure 6 shows an example application and the intermediate results of the presented iterative
error modification in Eqs. (15)–(17). In this example, the first five eigenmodes m1;: : : ;5 of M4
are used and a single area with a displacement violation exists. The iterative heuristic STEG
algorithms successfully terminates during iteration step k ¼ 3, because V3 ¼ ∅, and outputs
ẽhmðtÞ ¼ 2c2.

Fig. 6 Iterative modification of the iterative heuristic STEG algorithm for an example featuring a
small area with displacement violation. Each lower subplot already displays the violation area,
which will be determined in the next iteration step. - - -: border of the area Vk;d .
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Scaling fallback. In the rare case that the iterative modification conventionally ends after
the final iteration Nmax and consequently provides no reasonable output ẽhmðtÞ for the STEG,
the fallback step is executed as explained below. The scaling fallback, as its name already
implies, calculates the modified control error ẽhmðtÞ by scaling the measured error ehmðtÞ.
The scalar scaling factor ks is determined via explicit equations, unlike in the optimization-based
Kapasouris–Tan type error governor.

To calculate the scaling factor ks for the fallback at the current time step t, we first calculate
the auxiliary shapes

EQ-TARGET;temp:intralink-;e019a;116;629Cd ¼ M−1
�
SOL

�
o;
1

2
ehmðtÞ; cp

�
− SOLðo; 0; cpÞ

�
; (19a)

EQ-TARGET;temp:intralink-;e019b;116;572Od ¼ M−1SOLðo; 0; cpÞ; (19b)

EQ-TARGET;temp:intralink-;e019c;116;547Cc ¼ M−1
�
SOL;c

�
1

2
ehmðtÞ; cp

�
− SOL;cð0; cpÞ

�
; (19c)

EQ-TARGET;temp:intralink-;e019d;116;511Oc ¼ M−1SOL;cð0; cpÞ; (19d)

EQ-TARGET;temp:intralink-;e019e;116;487Cias ¼ A−1
�
SOL

�
o;
1

2
ehmðtÞ; cp

�
− SOLðo; 0; cpÞ

�
; (19e)

EQ-TARGET;temp:intralink-;e019f;116;451Oias ¼ A−1SOLðo; 0; cpÞ; (19f)

using Eqs. (3) and (4), and the approximating operators. In Eq. (19) O⋆ corresponds to the
approximated behavior of M4 without the influence of the control error ehm and C⋆ to the respec-
tive influence of ehm, both defined in Cartesian coordinates on M4’s segment area SM4.

Subsequently, the intermediate scaling factors k⋆ ∈ R and k⋆ ∈ R for the upper and lower
limits of each violation type are computed

EQ-TARGET;temp:intralink-;e020a;116;378k⋆ ¼ maxx1x2ðC⋆Þ
jmaxðL⋆Þ −maxx1x2ðO⋆Þj

; (20a)

EQ-TARGET;temp:intralink-;e020b;116;320k⋆ ¼ −
minx1x2ðC⋆Þ

jminðL⋆Þ −minx1x2ðO⋆Þj
; (20b)

with maxx1x2 and minx1x2 providing the global maximum and minimum of their corresponding
input, respectively. Based on the intermediate scaling factors, the overall scaling factor

EQ-TARGET;temp:intralink-;e021;116;270ks ¼ maxðfkd; kd; kc; kc; kias; kias; 1gÞ; (21)

for the fallback at the time step t is calculated. The basic idea for this derivation of the scaling
factor ks is that Eq. (20) provides the intermediate factors k⋆ and k⋆ required to meet the cor-
responding constraints of M4 and thus computing ks is straightforward. The tuple of intermedi-
ate scaling factors in Eq. (21) is augmented with 1 to prevent any amplification of the control
error ehm, if all factors k⋆ < 1 and k⋆ < 1 [e.g., for a false positive detection of violations
in Eq. (13)].

After determining the scaling factor ks , the modified error ẽhmðtÞ output by the iterative heu-
ristic STEG algorithm is given by

EQ-TARGET;temp:intralink-;e022;116;139ẽHMðtÞ ¼
�
0 under the condition of Eq:ð23Þ
eHMðtÞ
ks

else
; (22)

and

EQ-TARGET;temp:intralink-;e023;116;82∃ x ∈ SM4∶O⋆ðxÞ þ V⋆ðxÞ ∈= ½minx1x2ðO⋆Þ;maxx1x2ðO⋆Þ� ∧ O⋆ðxÞ ∈= L⋆; (23)
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finalizing the scaling fallback at the current time step t. If the algorithm ends with the upper case
of Eq. (22) active, we call its status “failed.”

Remarks. In the iterative heuristic STEG algorithm, neither the difference between the mea-
sured ehm and modified ~ehm control error nor the change difference Δc are considered explicitly.
Nevertheless, the presented algorithm can provide a nearly optimal change difference Δc with
respect to Eq. (12a) (see Sec. 4.1), depending on the selected tuning parameters (Δd;c, Δias, Pias,
Lim, kF).

The search for a suitable parameter configuration for the iterative-heuristic STEG algorithm
is usually done through parameter simulation studies to benchmark and adjust the overall behav-
ior of the algorithm. Furthermore, the algorithm’s overall behavior and a proper setting of its
tuning parameters strongly depends on the number of applicable M4’s eigenmodes mk. Besides
the parallel evaluation of the STEG for all M4 segments, the modification of the control error for
one segment can be performed independently with different parameter settings in parallel and the
first reasonable result is output by the STEG.

3.5 Scaling Heuristic Algorithm

To reduce the computational costs of the STEG algorithm as compared to the iterative heuristic
algorithm (described in Sec. 3.4), we present the scaling heuristic algorithm. This algorithm is a
heavily streamlined version of the iterative heuristic algorithm using its reduced constraint check
and the scaling-based error modification.

3.5.1 Constraint check

The constraint check conducted by the scaling heuristic algorithm at each time step t is identical
to the check described in Sec. 3.4.1 [cf. Eqs. (13) and (14)], because this approach is very com-
putationally efficient. If the constraint check provides Vr ¼ Vr;d ∪ Vr;c ∪ Vr;ias ¼ ∅, the algo-
rithm outputs ẽhmðtÞ ¼ ehmðtÞ and skips the error modification described in the next paragraph.

3.5.2 Error modification

If a potential violation of M4’s constraints is detected at a time step t, the error modification to
obtain ~ehmðtÞ is realized as the scaling fallback step of the iterative heuristic algorithm [cf.,
Eqs. (19)–(22)]. This approach features low computational costs since no optimizations or iter-
ations take place. Furthermore, an additional constraint check on the full segment area SM4 is not
necessary, because Eqs. (21) and (22) contain an implicit check.

Remarks. The scaling error modification is linked with the working principle of the
Kapasouris–Tan type error governor, but does not solve an online optimization. As it scales the
control error, the scaling heuristic algorithm does not consider the spatio-temporal characteristics
of M4 usually resulting in considerably higher change differences Δc (see Sec. 4.1) compared to
the other algorithms.

3.6 Characteristics of the STEG

The STEG in general provides the following benefits for the METIS-SCAO system:

1. Consideration of M4’s constraints (defined in Cartesian coordinates) in the METIS-SCAO
controller.

2. Modular add-on to the previously designed METIS-SCAO controller.
3. No permanent trade-off between control performance and constraint compliance, i.e,. the

SCAO performance is just affected if M4’s constraints are active.
4. Availability of three algorithms featuring different characteristics.
5. Application of the numerically cheap approximating operators instead of detailed tempo-

ral models of the METIS-SCAO system.
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6. No state observer for the SCAO system required.
7. Consideration of the spatio-temporal characteristics of M4.
8. Computational parallelization through segment-wise STEG evaluation.

In particular, the benefits no. 4 to 8 distinguish STEG and the Kapasouris–Tan type error
governor.

Moreover, the computational costs and implementation effort of the presented STEG algo-
rithms vary significantly. Regarding both categories, the optimization-based algorithm is very
costly (especially for the METIS-SCAO system, cf., Sec. 3.3.2), whereas the iterative heuristic
algorithm is moderately complex and the scaling heuristic algorithm is inexpensive. Furthermore,
the optimization-based algorithm will usually provide the smallest change differences Δc,
whereas the scaling heuristic will typically provide the highest differences (cf., Sec. 4).
Additionally, the presented STEG algorithms can be easily adapted to accommodate constraints
other than the ones considered in this paper, such as limited forces of M4’s actuators.

Since the STEG algorithms operate independently on each M4 segment, their activity might
generate some synthetic tip–tilt in the control input uhm that is gradually shifted to the main-
secondary control of the METIS-SCAO controller via the tip–tilt bleed-off ett;bo (see Fig. 2 and
Sec. 2.3). Depending on the actual use case of the STEG, other combinations of the presented
constraint checks and error modifications may be beneficial (e.g., check on full segment and
scaling-based modification).

4 Simulations of the STEG Algorithms

In the following section we verify the functionality of the introduced STEG algorithms via
standalone simulations (see Sec. 4.1) and closed loop simulations of the METIS-SCAO system
(see Sec. 4.2). Since this paper is a conceptual study, the STEG algorithms will not be compared
with alternative frameworks enforcing constraints. For the same reason, we will not derive any
recommendations to implement a specific STEG algorithm on the METIS real-time computer.
These aspects are currently under investigation using detailed simulations and the corresponding
results will be presented in future publications.

4.1 Standalone Simulations

The purpose of the standalone simulations is to obtain a comprehensive overview of the algo-
rithms’ behavior. In the standalone simulations, the STEG algorithms are supplied with 20,000
random offsets o and errors ehm for an M4 segment and subsequently the results of the algorithms
are compared. The elements of the offsets o and errors ehm are normally distributed and feature
progressively smaller standard deviations for increasing modal indices k. Moreover, the offsets o
are modified to meet the displacement and IAS constraints of M4 before they are fed into the
simulation. The synthetically generated offsets o and errors ehm are not associated with some
specific observation conditions at the ELT site, because no representative information on oper-
ating conditions resulting in guaranteed violations of M4’s constraints is available. Additionally,
these synthetically generated offsets and errors encompass all combinations and highly variable
constraint violations corresponding to th aforementioned simulation goal. Additionally, the
STEG algorithms use 540 M4’s eigenmodes mk for the segment under investigation and are
implemented in MATLAB except for the optimization in Eq. (12) solved by Gurobi.48,49

Table 2 reports the 5%, 50%, and 95% percentiles of the relative objective functions kΔck22
[cf., Eq. (12a)], referring to the optimization-based algorithm, obtained in the standalone sim-
ulations. The objective function kΔck22 is a good indicator for difference between the measured
ehm and modified ẽhm control error, and hence Table 2 indicate the relative impact of the STEG
algorithms on the SCAO performance (see also Sec. 4.2). Furthermore, the standalone simula-
tions revealed that the iterative heuristic algorithm typically completes its computations ≫10

times faster and the scaling heuristic algorithm ≫100 times faster than the optimization-based
STEG algorithm on the same computer.

The obtained results highlight the importance to consider M4’s spatio-temporal character-
istics, because the scaling heuristic algorithm applies a global error modification, whereas the
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other algorithms modify the control error just locally. Moreover, the standalone simulations
indicated that the optimization-based algorithm will introduce the lowest degradation of SCAO
performance if active, while the scaling-heuristic algorithms will introduce the highest degra-
dation (see also Sec. 4.2). Furthermore, the simulation results of the iterative heuristic algorithm
strongly depend on the tuning parameters (Δd;c, Δias, Pias, Lim, and kF), which we selected
to provide a good compromise between the computation time and objective function kΔck22.

4.2 Closed Loop Simulations

In the closed loop simulations, the functionality of the STEG and its algorithms within a METIS-
like SCAO system (cf., Fig. 2 and Sec. 2) is verified. These simulations are conducted in a
modified version of the AO simulation tool COMPASS,50 extended by the METIS-SCAO con-
troller described in Sec. 2.3 and the full STEG for all M4 segments. In particular, the SCAO
controller and the STEG are implemented in MATLAB and Gurobi.48,49 In Ref. 43, we presented
similar closed loop simulations without constraints characterizing the general behavior of the
METIS-SCAO system.

The closed loop simulations features a round 37 m pupil with a round 11 m central obstruc-
tion as well as six equally spaced spiders of 0.5 m width. Furthermore, atmospheric and synthetic
wavefront disturbances are present. The atmospheric disturbances are represented by a 35-layer
model, corresponding to medium observation condition at the ELT site and resulting in no vio-
lations of M4’s constraints. To push M4 toward and beyond its constraints, the synthetic dis-
turbances are applied in the simulations, which correspond to erroneous wavefront
reconstructions (e.g., piston) or mechanical shocks of the ELTand METIS (e.g., tip and defocus)
defined in Zernike modes (cf., Refs. 44 and 45) over the entire pupil. The disturbed wavefront is
sensed and reconstructed at the wavelength ¼ 2.2 μmwith a normally distributed error featuring
rms ¼ 150 nm. Moreover, all communication and computation delays of the METIS-SCAO sys-
tem account for a total time delay ¼ 2 ms.

We designed the transfer functions of the modal controllers Khm, Ktt;m, and Ktt;s within the
METIS-SCAO controller (cf., Fig. 2) for the closed loop simulations as

EQ-TARGET;temp:intralink-;e024a;116;266Khm ¼ Ktt;m∶ KkðzÞ ¼
0.15z − 0.005

z − 1
∀ k; (24a)

EQ-TARGET;temp:intralink-;e024b;116;212Ktt;s∶ KkðzÞ ¼
0.0082

z − 1
∀ k; (24b)

where z is the discrete-time variable and k is the modal index. Moreover, we model M5, includ-
ing its local control system, as a decoupled tip–tilt actuator using the modal transfer functions

EQ-TARGET;temp:intralink-;e025;116;167GM5;kðsÞ ¼
ω

sþ ω
e−Tds ∀ k; (25)

with the angular frequency ω ¼ 62.8 rad
s
and internal time delay Td ¼ 250 μs included in the

overall delay of 2 ms (cf., Ref. 43). Furthermore, we represent M4 using its modal model
described in Sec. 2.2 and limit M4’s tip–tilt to �2 as via integrator and output clipping of M4’s
tip–tilt controller Ktt;m. All components of the simulations are evaluated at 10 kHz except the
METIS-SCAO controller running at 1 kHz.

Table 2 The 5%, 50%, and 95% percentiles of the relative objective
functions kΔck22, obtained in the standalone simulations.

STEG algorithms P5% P50% P95%

Iterative heuristic vs. optimization-based 1.018 1.071 2.470

Scaling heuristic vs. optimization-based 1.840 32.2 52522
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Figures 7 and 8 show the results of the closed loop simulations. We split the simulations into
two batches with IAS constraint disabled (see Fig. 7) and enabled (see Fig. 8), because not all
constraints of M4 can be tested in one simulation setup using the low-order disturbances moti-
vated above. Moreover, the depicted results adopt the operators’ coefficient kC ¼ 0.6 since the
STEG would limit the actual change of M4’s shape very conservatively for kC ¼ 1 and kC ¼
0.6 is an adequate choice for all reasonably tuned controllers Khm. The STEG status for the
entire mirror M4 is obtained as follows from the algorithm states for the individual M4
segments:

1. “fail”: at least one algorithm instance ended with the status “failed,”
2. “on”: at least one algorithm instance performed an error modification, but no instance

ended with the status “failed,”
3. “off”: no algorithm instance performed an error modification.

The simulation results show that the STEG and its algorithms are working as intended by
successfully enforcing M4’s constraints, preventing any windup phenomena and not impairing
the SCAO performance if all constraints of M4 are inactive (cf., Sec. 2.4). Furthermore, the
wavefront error ewf and the SCAO performance with active constraints degrades significantly
for all STEG algorithms due to the synthetic disturbances. In particular, the scaling heuristic
algorithm causes the highest performance degradation, whereas the impact of the iterative heu-
ristic algorithm is marginally worse than that of the optimization-based one (cf., Sec. 4.1).

Some violations of M4’s constraint are perceptible, caused by a high velocity of M4 and the
violated assumptions used to derive the STEG’s approximating operators. However, all STEG
algorithms recover from the constraint violations caused by the applied synthetic disturbances.
Additionally, the used approximating operators can be selected differently to better represent the
METIS-SCAO system for such rare circumstances.

Fig. 7 Results of the closed loop simulations with enabled M4’s constraints except the IAS con-
straint. Note that no synthetic tip–tilt is calculated if the STEG is on. The most extreme modal
amplitudes of the normalized synthetic disturbances are inscribed in the corresponding plot.
Blue lines: optimization-based algorithm; red lines: iterative heuristic algorithm; green lines: scal-
ing heuristic algorithm; dash-dotted lines: M4’s constraints. For tip-tilt plots: tip is solid, tilt is
dashed, and arcsec stands for arcsecond.
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Moreover, Fig. 7 presents a much higher and quasi-static extreme displacement of M4 for the
optimization-based and iterative heuristic algorithms compared to the scaling heuristic algo-
rithm. This quasi-static displacement appears on the non-illuminated outer region of M4 after
the STEG was active and results in high values of the extreme IAS. Since the IAS constraint is
disabled in the corresponding batch of simulations and no other constraint is violated, the quasi-
static extreme displacement persists on the non-illuminated M4 region in contrast to the sim-
ulations with an enabled IAS constraint.

Furthermore, all STEG algorithms properly cooperate with the tip–tilt limits imposed on the
tip–tilt controller Ktt;m. Additionally, only the scaling heuristic algorithm finished with the status
“failed” in the simulations, i.e., the upper case of Eq. (22) was activated, and generated signifi-
cant amounts of synthetic tip–tilt in the (tip–tilt free) control input uhm. It is also worth mention-
ing that for the tip–tilt disturbances in Fig. 8, the iterative heuristic algorithm is inactive sooner
than the optimization-based algorithm due to the iterative non-optimal error modification.

Combining the depicted results and the previous discussion, the STEG and all three algo-
rithms presented successfully enforce M4’s constraints and are applicable to the METIS-SCAO
controller. A recommendation whether and which STEG algorithm should be implemented on
the METIS real-time computer depends on trade-off analysis (e.g., computational costs, impact
on SCAO performance for active constraints) currently in progress.

5 Conclusion

In this paper, we presented the STEG and three corresponding algorithms to consider M4’s
constraints, restricting its absolute shape, temporal change of shape, and IAS, in the modal

Fig. 8 Results of the closed loop simulations with all M4’s constraints enabled. Note that the
displacement and change constraints are always met with large margins and that no synthetic
tip–tilt is calculated if the STEG is on. The most extreme modal amplitudes of the normalized syn-
thetic disturbances are inscribed in the corresponding plot. Blue lines: optimization-based algo-
rithm; red lines: iterative heuristic algorithm; green lines: scaling heuristic algorithm; dash-dotted
lines: M4’s constraints. For tip-tilt plots: tip is solid, tilt is dashed, and arcsec stands for arcsecond.
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METIS-SCAO controller. The STEG modifies the control error before it is fed into the SCAO
controller to enforce M4’s constraints considering the spatio-temporal and segmented character-
istics of M4. The three STEG algorithms, based on either an optimization, an iterative error
modification, or a scaling of the control error, feature different characteristics such as
computational costs. Following the presentation of the STEG and its algorithms, we successfully
verified the functionality of the algorithms via standalone and closed loop simulations of the
METIS-SCAO system. These simulations showed that all STEG algorithms work as intended
and successfully enforce M4’s constraints, with the algorithms impacting SCAO performance
for active constraints to varying levels.

The STEG is a modular add-on to the previously designed METIS-SCAO controller
and requires no permanent trade-off between performance and constraint compliance.
Furthermore, the STEG algorithms apply numerically cheap approximating operators instead
of detailed models of the METIS-SCAO system and does not require a state observer for the
SCAO system. Moreover, the STEG considers the spatio-temporal characteristics of M4 and
its evaluation can be easily parallelized through the segment-wise execution of the algorithms.
Due to the aforementioned benefits, the availability of three different algorithms and the pos-
itive simulation results, the STEG and its algorithms are applicable to for the METIS-SCAO
controller.

To further reduce the computational costs of the optimization-based STEG algorithm and
since sub-optimal solutions of the associated QP provide reasonable STEG outputs, we will
study the effects of loose optimality tolerances and different optimization methods. Additionally,
we want to improve the determination procedure for the reduced subsets of an M4 segment, used
for the constraint checks within the iterative and scaling heuristic STEG algorithms. Finally, we
will search and investigate extensions to the iterative and scaling heuristic algorithms adapting
the algorithms’ tuning parameters and/or reduced sets during operation to improve their numeri-
cal performance.
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