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Abstract. A new synthetic aperture radar interferometry (InSAR) data processing method com-
prehensively based on three parts of complex images is introduced. The method includes image
pair registration and interferogram creation. These methods are improved and extended, and a set
of integrated technology, which is named contoured correlation interferometry (CCI), is formed for
the InSAR data processing. The CCI method needs only an arbitrary three parts of InNSAR complex
image pair to generate an interferogram without noise and blurring effect. The formulae of the CCI
method are deduced and proved in a different way, the details and steps of the whole method are
explained systemically, the algorithms for the calculation of fringe orientations are improved, and
the discussions about selecting of parameters and comparing results of different methods are
shown. © 2013 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JRS.7.073559]
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1 Introduction

With the successful integration of synthetic aperture radar imaging principle and interferometric
measuring technique, synthetic aperture radar interferometry> (InSAR) can be used to precisely
measure the three-dimensional position and subtle change of a certain spot on the ground. In the
past decade, it has been developed with great breakthroughs and has become an important branch
in the field of radar remote sensing. Currently, its application has been extended to many fields,
such as disaster monitoring, resources detecting, etc. The potential for its application is great.

The single look complex image used in the InSAR data processing includes four parts: two
real parts and two imaginary parts. In the current methods, all these parts will be used to precisely
register the complex image pair and generate interferometric phase images, which, however, are
loaded with high-level decorrelation noise. The noise has a great impact on the phase unwrap-
ping and the recovery of the digital elevation model (DEM) with high precision. This has become
the bottleneck in INSAR data processing.> Many scholars present filtering methods to effectively
reduce the noise.*® Based on the contoured correlation fringe method used in electronic speckle
pattern interferometry (ESPI),” the author further proposes a new InSAR data processing
method, which is named contoured correlation interferometry (CCI) and includes an image
pair precise registration method® and generation of interferometric phase images.” In this
method, the interferometric phase image, can be obtained by any three of the four real and imagi-
nary parts of the two InSAR complex images with almost no phase noises and blurring. The
principle of this new method has been published in Applied Physics Letters.” This paper will
introduce CCI with great details and do some makeups and extensions, so a complete InSAR
data processing method is formed. The CCI formula will be induced and discussed from different
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aspects, the algorithms and procedures will be illustrated systematically, the algorithm of the
fringe orientation map will be improved, the selection of the contoured window’s parameter
will be discussed, and the results from different methods will be compared. Also some new
data processing results about Etna volcano are given.

2 Defining of the Contoured Window of the INSAR Phase Image

The interferometric fringe pattern or the phase image has the following features: the fringe field
is formed by the flow field in the gray level orientation, with the largest phase gradient in the
fringe normal orientation and the smallest change of the gray level (phase) in the fringe tangent
orientation, namely the phase being a constant. The fringe contour, on which the phase is keep-
ing a constant, is the contoured gray level line in the fringe pattern. The various low-pass filtering
on the fringe contour will effectively filter the noise without the phase being damaged. The
authors have proposed a series of fringe pattern processing methods employing the fringe ori-
entation information, such as spin filter,'’ contoured-window filter,'' etc., which have been
applied successfully in the processing of various interferometric fringe patterns, including holog-
raphy, moiré patterns, ESPI fringe patterns, etc., and the latest InSAR phase images.'? The par-
ticularities of the fringe contour make many novel fringe processing methods possible.””

As one of the key steps, the generation of the contoured window will be introduced first. In
this paper, the contoured window is secured based on the tracking along the fringe orientation,
and therefore the fringe orientation precision will determine the precision of the contoured win-
dow. Here we propose to replace the traditional plane-fit method® with gradient method to reach
an orientation result with better adaptation and greater accuracy.

2.1 Calculation of Fringe Orientation Map

In Refs. 7 through 9, the plane-fit method is employed to calculate the fringe orientation, but the
plane-fit method is susceptible to the calculation window and achieves the best result only when
the size of the calculation window approaches half of the local fringe’s width. Here we propose
that the gradient method'® often be used in the processing of fringe orientation maps to calculate
the InSAR fringe orientation. In an ideal condition, the fringe tangential orientation can be
derived from

aI(x,y)/aI(ax);)’)} (1)

_ -1
0x.y) = 19 [—ax

where I is the gray level of the image, namely the interferometric phase, and 6(x, y) is the tan-
gential orientation of the local fringe. Due to the high decorrelation noise in the InSAR image,
the above calculation needs the local suppressing of noise. The fringe orientation obtained from
Eq. (1) will be converted into the complex number field and then averaged:
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The left part in Fig. 1 is the simulated InSAR phase image, and the right part is the fringe ori-
entation map gained through the above method. Figure 2 is the comparison of the precisions
resulted from the plane-fit method and the gradient method, the x-axis being the size of the
calculation window, and the y-axis being error between the calculated orientation map and
the true value of the orientation. The error is obtained by
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Fig. 1 The simulated phase image (left) and its orientation image (right) obtained with gradient
method.

where 6(x, y) is the obtained orientation result, 67(x, y) is the true orientation, and s is the cal-
culation window. Figure 2 shows that with the change of the window size, the precision resulted
from the plane-fit method varies greatly and is satisfactory only within certain range of window
sizes, whereas the precision of the gradient method increases with the extension of the calcu-
lation window.

2.2 Determination of the Fringe Contoured Window

The interferometric fringe has the character of obvious fringe orientation flow, so we can track it
along the fringe tangential direction to obtain the fringe contour. Suppose the coordinate of the
current pixel is Py(xg,yo), and its fringe orientation is 0,. We track it along the positive and
negative directions of the fringe respectively and obtain the pixels P;(x;,y;) and
P_;(x_;,y_;) [as shown in Fig. 3(a)] by
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Fig. 2 The precision comparison of the plane-fit method and the gradient-based method.
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Fig. 3 (a) and (b) are the process of getting a contoured window; (c) and (d) are the comparison of
rectangle windows and contoured windows.

x:\:i = -xi(i—l) :i: C.OS 9:\:([—1) (5)
Vi = yj:(i—l) =+ sin ej:(i—l) ’

where 1 <i < n, 6; is the fringe orientation corresponding to the pixel (x;, y;). Note that the
above tracking of each pixel needs calculation of subpixels. Accordingly, a curve that is close to
a contour is obtained. Extend the curve to its two sides, and we will get the fringe-contoured
window as shown in Fig. 3(b). In the area with greater curvature, there exists greater difference
between the rectangular window and the fringe contour, as shown in Fig. 3(c), while only the
phases on the fringe contour keep constant. Figure 3(d) shows that the contoured window can fit
the fringe contour very well.

2.3 Determination of the Size of Fringe-Contoured Window

In the InSAR phase image, the fringe density and the fringe orientation sometimes vary greatly.'*
For the dense fringe area, smaller windows should be used to preserve the fringe details; for the
sparse fringe area, a bigger window should be used to filter the noise better and get a reliable
result. Therefore the window’s size has a great impact on the calculation.

The phase value of the InNSAR phase image being relatively consistent, as shown in the left
part of Fig. 4, we can binarize the phase image with the phase value level threshold # to obtain
the better binary fringe image as shown by the right part of Fig. 4. Then the fringe width of every

Fig. 4 InSAR interferogram (left) and binary fringe pattern (right).
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Fig. 5 Image of fringe sizes.

pixel can be calculated based on the space between the fringes in the binary fringe image, as
shown in Fig. 5. To reduce the impact of the noise, we can first do the periodic pivoting filter in
small windows to the InSAR phase image. The gray level values in Fig. 5 correspond with the
density of the corresponding fringe in Fig. 4, the sparser the fringe is, the higher the gray level
value is, the bigger the filter window is, and vice versa.

3 Contoured Correlation Interferometry to Generate INSAR Phase
Images

As illustrated above, the interferometric phase image generation method is important to the
InSAR data processing. The author has proposed CCI® to generate interferometric phase images
of high qualities. In this section, we will illustrate CCI in great details. As a comparison, the
widely applied complex conjugate multiplicative method will be first introduced.

3.1 Current Complex Conjugate Multiplicative Method

The precisely registered complex image pair V(r,x) and V,(r, x) are represented by Egs. (6)
and (7):

Vi(r,x) = Aje® = A, cos ¢, + iA, sin ¢,
= Ay cos(¢y. + uy) +iA; sin(¢y. + uy)
=ay + by, (6)

Va(r,x) = Aye? = Ay cos(pa. + up) + iAy sin(@a. + u)
= dy + b2i, (7)

where ¢; and ¢, are response wave phases of the two antennas with random phase noises. Each
of them includes two parts: ¢,. and u,, (n = 1,2); ¢,,. comes from the signal’s propagation (it is
proportional to the range); u,, is an uncertain phase or scattering phase term, corresponding with
the random speckle. The current generation of interferometric phase images is mainly obtained
by the complex conjugate multiplicative method:
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b1 =y = (P1c — bac) + () — ) = A + Au
— aretan Im[V(r,x) - V5(r, x)]
- {Re[wr,x)-vz(nxﬂ}

= arctan aZbl _alb2
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It can be obtained from the above equation that all the four parts of the two complex images are
needed with the complex conjugate multiplicative method, and the generated interferometric
phase contains the decorrelation noise Au, which affects greatly the phase unwrapping and
the obtaining of high precise DEM. It has become one of the bottlenecks in the InSAR data
processing.

After being registered, the two complex images correspond with the echo signal from the
same area. Accordingly, most phase noises are correlative,'” the position and density of the
speckle in the two images are basically consistent. Therefore the difference Au can filter
most correlative noises. However, due to different look angles of the two images, registration
errors, and the time difference of the earth surface, etc., there still exists the decorrelation noise
Au, which is usually much lower than the correlation noise and whose density depends on the
degree of decorrelation.

3.2 CCI Formulae Induction

The correlation formula involved in CCI takes various forms: direct correlation, standardized
correlation, and standardized covariance correlation, etc. Now take direct correlation formula,
for example.

The direct correlation formula is as follows:

C(r’ )C) = <fl ' f2>m><n’ (9)

where (-),,, means calculating the mean value of some variable within the m X n pixels.
As for the two complex images, V(r,x) and V,(r, x), we take their real parts a; and a,,
respectively, and have

<ala2>m><n = <A1 COS(¢1C + ul) ' AZ COS(¢2C + M2)>m><n

1
= <A1A2 < [cos(pic + Poe + uy + uz) + cos(pre — Poe + Uy — ”2)]> ,(10)

2 mxn

where u, and u, are random variables. According to the speckle statistic theory,'® Eq. (11) can be
obtained on the window with the size m X n.

(COS U;) s = (SIN U;) sy = O (i=1,2). (11)

The addition of random variables and finite variables still results in random variables. Therefore

<COS(¢IC + ¢2L‘ + uj + u2)>m><n = <Sin(¢lc + ¢2c + 23] + u2)>mxn = 0 (12)

Combining Egs. (10) and (12), we get

1
<ala2)m><n = <§A1A2 : COS(A¢C + AM)>

mxn

—Liaay

5 - {cos A, cos Au — sin Ag¢, sin Au)

mxn mxn* 13)
Since the master image and the slave image are generated from the adjacent orbits, their noises
are basically same. Accordingly, Au is a random variable distributing symmetrically, its mean
value is zero. The range of u; is [0, 2z]. If the window is large enough, the following equation

would be right:
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(sin Au),x, =0, (cos Au),,, # 0. (14)

At the same time, we suppose the phase variable A¢,. keeps constant within the window m X n:
A, = const. (15)

Take A¢. in Eq. (13) out of the sum symbol and put Eq. (14) into Eq. (13), then we have

1
<a1a2>mxn = §<A1A2>mxn : [COS A¢C<COS AM>m><n —sin A¢C<Sin AM>m><n]
1
=3 (A1A2) s - €08 A (cos Au) - (16)

Similarly, take the real part a; and the imaginary part b, out of V,(r, x) and V,(r, x), put into the
direct correlation formula, and then do the same induction, the following equation can be
obtained:

1 .
<alb2>m><n = _5 <A1A2>m><n - sin A¢C<C0S AM>m,n' (17)

Divide Eq. (17) with Eq. (16), and we get

(=a1by) sy sin Agp.(cos Au) sin Ag,

= . — . (18)
<a1a2>mxn cos A¢C <COS Al’t>m><n cos A¢(‘
Then we get the following equation about Ag,.:
—ab in A
A¢, = arctan (=162 wen = arctan sin A, ) (19)
<ala2>m><n cos A¢c

Comparing Eq. (19) and the conventional complex conjugate multiplicative method [Eq. (8)], we
can see that with CCI the random variables u;, u,, and Au are removed. What we get is the
principle value of the pure phase A¢,. without decorrelation noise Au, which is unavoidable in
the conventional method. Besides, the induction needs only any three of the four real and imagi-
nary parts of the two complex images, and the generated interferometric phase image is void
of noise.

The above conclusion is strictly right only on the fringe-contoured window that satisfies
Eq. (15). With CCI, the decorrelation noise Au on the contour can be theoretically removed
completely with the phase value A¢,. undamaged. Therefore the best window for the correlation
calculation is the fringe-contoured window, through which we can get an interferometric phase
image with best quality and highest precision. Next we will point out that when the condition of
contour can’t be satisfied, we can use the rectangular window. When A¢, does not vary greatly
within the rectangular window, we can still arrive at the similar result based on Egs. (13)
and (19).

The nature of the correlation coefficient is the resemblance degree of two functions. The
physical significance is greater with CCI generating the phase image by measuring the resem-
blance degree of the phases of the two complex images through the correlation calculation. For
the conventional complex conjugate multiplicative method, CCI is an alternative in the InSAR
data processing and is supposed to be widely used.

3.3 Formulae Induction of the Correlation Interferometry with Rectangular
Window

The best window for the generation of InNSAR phase images with the correlation interfer-
ometry is the fringe-contoured window, which can be obtained from the phase image gen-
erated with the complex conjugate multiplicative method. But with the complex conjugate
multiplicative method, all the four parts of the two complex images are needed. If we want to
use only three of the four parts to finish the tasks of registering the InSAR complex images,

Journal of Applied Remote Sensing 073559-7 Vol. 7, 2013



Shi et al.: Contoured window correlation interferometry for synthetic aperture radar. ..

generating the interferometric phase image and processing the data, we need to use the cor-
relation interferometry with rectangular windows, which needs only three parts. We can first
generate the suboptimal interferometric phase images, based on which we can obtain the
fringe-contoured window. Finally we get the best interferometric phase image with CCL
Here the correlation interferometry with rectangular windows is discussed with three differ-
ent sizes of windows:

1.

The rectangular window with the correlation calculation windowis 1 X 1 (m = 1;n = 1)
(single pixel calculation). When the calculation window is 1 X 1, i.e., a single pixel, the
data of the single pixel does not have any smoothing and suppressing effect on the ran-
dom noise, and the conditions of Egs. (11) and (12) are not satisfied. Then Eq. (10) can
be changed into

1
<ala2>m><n = 5A1A2 : [COS(¢IC + ¢26 + uj =+ uZ) + COS(Ad)c + Au)] (20)

We can have the expression of (a;b,),,x, in the same way. Thus

<<_alb2>m><n> |:_ Sin(¢lc + ¢2c + U + u2) + Sin(A¢c + Au)
arctan|{ ———————— | = arctan .
<ala2>m><n COS(¢1£ + ¢Zc + Uy + MZ) + COS(A¢C + Au)

(21)

Under this condition we cannot work out the phase A¢,. with the correlation interfer-
ometry, and what’s more, the components of the original random speckle fields u, u,,
and Au are preserved.
The correlation calculation window is a small rectangular window (for example, m = 3
or 5, n=73or)5).

When the calculation window is small, the correlation calculation has a certain
smoothing effect but still does not satisty Eqs. (11) and (12).

—ab in Ag,
A¢, = arctan (M) ~ arctan (M) . (22)

<al a2>m><n Cos A¢c

The key induction condition being only approximately satisfied, there exists great error
in the above calculation, resulting in the generated interferometric phase image with
serious decorrelation noise.

The correlation calculation window is large rectangular window (for example, m > 7,
n > 7). When the rectangular window is large enough to satisfy Eqgs. (11) and (12), the
phase distribution in the rectangular window is not a constant, namely Ag. # const.
Equation (10) is changed into

1
<a1a2>mxn = 5 <A1A2>mxn ' <COS(A¢C + Al")>m><n
1 . .
= §<A1A2>mxn . [<COS A¢c>m><n<cos Au)mxu - <Sln A¢c>m><n<81n Al’t>m><n]
1
= E<A1A2>mxn : <COS A¢C>m><n <COS Au>m><n' (23)

Equation (17) is changed into

1 .
<a1b2>mxn = 5 <A1A2>m><n : <Sll‘l(A¢C + Au)>m><n
1 .
= _E <A1A2>m><n : (Sln A¢C>m><n <COS Au>mxn' (24)
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Therefore,
arctan(<alb2>m><n> — arctan |:SIH(A¢C + AM):|
<d1612 mxn COS(A¢C + Au)

<Sil’l A¢C>m><n <COS Au)an
<C0S A¢L’>m><n<Sin Au)mxn

= arctan |:

= arct
e <<cos 2D moen

) ~ Ad,. 25)

In the above induction, due to the large calculation window, the random speckle
fields u;, u, and the decorrelation noise are all suppressed with the wanted phase
A¢. being kept. But we have to use approximate expressions, for the rectangular win-
dow does not satisfy the condition that A¢g,. is a constant:

(sin A) ysn = Sin A, (€0S A mxn = €OS Ad. (26)

Accordingly, the correlation interferometric phase image generated in the large rectan-
gular window is a mean phase image that has been averaged, has the blurring effect, and
is approximate. Only when the correlation calculation window is the fringe-contoured
window, the induction condition will be strictly satisfied, and we will obtain the phase
field from Eq. (19).

3.4 Principle Steps to Generate INSAR Interferometric Phase Image
with CCI Method

To sum up, the principle steps to generate InSAR interferometric phase image with CCI:

1. Generate the interferometric phase image with phase noises by the four parts conven-
tional complex conjugate multiplicative method, or generate the interferometric phase
image with blurring effect by the three parts correlation interferometry of the rectangular
window, from which we work out the fringe-orientation map and establish the fringe-
contoured window.

2. For each pair of corresponding pixels in the two complex images, we take the current
pixel as the center and establish a contoured window of size m X n, in which we do the
correlation calculation to the data of the two complex images with Eq. (9), and thus we
get the correlation coefficient C.

3. In the same way, we do the correlation calculation to the real parts (imaginary parts) of
the main image data and the imaginary parts (real parts) of the complementary image
data with Eq. (12) to work out the correlation coefficient C,(—C,).

4. Work out the inverse tangent of the ratio between C, and C;, and we will obtain the
interferometric phase image.

4 Co-Registration Based on Three Parts of Two Complex Images and
Contoured Windows for Synthetic Aperture Radar Interferometry

In the InSAR data processing, the precise registration technique of the two single look complex
images is one of the key factors in improving the measurement accuracy. The registration error is
one main source of the noises in the interferometric phase image. The improvement of the regis-
tration accuracy and reduction of registration error is of great significance in improving the qual-
ity of the interferometric phase image, reducing the difficulty of phase unwrapping, and
improving the unwrapping precision.

With the illumination of the above CCI method to generate InSAR phase images, we propose
the new InSAR registration criterion based on the correlation coefficient of three parts, according
to which only any three parts of the complex images are needed, and the registration result is
better than that using the conventional relevant coefficient registration criterion.
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The formula induction of the new registration criterion ¢ is similar to that in CCI and thus it
will only be briefly introduced. As for the detailed induction, please refer to Ref. 10. The cor-
relation formulae used can be such mathematic expression as standardized correlation, stand-
ardized covariance correlation, etc. Here we take the standardized correlation as an example to
illustrate the induction:

<fl ) f2>m><n .
<f%>m><n : <f%>m><n

C(r,x) = 27

First mutually correlate the real part of the master image with that of the slave image and cal-
culate their self-correlation coefficient, so we have

<ala2>m><n = <A1 COS(¢10 + M1> ' AZ COS(¢2C + u2)>m><n

1
= <§A1A2 - [cos(ic + oo + uy + up) + cos(py — oo + Uy — Mz)]> . (28)

mXn

<ala2>m><n = <A1 COS(¢1{,‘ + Ml) ' A2 COS(¢20 + u2)>m><n

1
= <§A1A2 < [cos(ic + Poe + uy + ur) + cos(re = Poe + uy — ”2)]>

mxn
1
= 5 <AIA2>m><n ' <1 + COS(2¢]C =+ 2”1)>mxn (29)
1
<a1a2>m><n = 5 <A1A2>m><n : <1 + COS(Zd)ZC + 2”2)>m><n’ (30)

based on which we have

<A1A2>mxn ) <COS<¢IC + ¢2c‘ + Uy + u2) + COS(¢IC + ¢2c + u — u2)>m><n
\/(A%>mxn . <1 + COS(2¢IC + 2ul)>m><n : <A%>mxn . <1 + COS(2¢2C + 2”2)>m><n
<A1A2>mxn
= ' <COS( A¢c + Au)>m><n'
\/<A%>m><n : <A%>m><n

C1:

€2V

Similarly, put the real part of the master image and the imaginary part of the slave part into
Eq. (27), and we have C,.
Based on C; and C,, we define the following registration criterion:

g=1/C1+C3

-7 A'ﬁf“‘”";;;') (o5 (B Ay + (Sin(Ade + Ay (D)
1/ mxn "’ 2/ mxn

To improve the registration accuracy and reduce the impact of the phase gradient on the corre-
lation, we further propose to do the above correlation calculation in the phase-contoured window.
As illustrated previously, the difference Au between u; and u, is small, around zero, and zero
being its mean value. Suppose the window is large enough, we can get Eq. (14).

A¢, is a constant within the contoured window. Put it into Eq. (32) and we have

(cos(Ag. + Au)),, = (cos A, cos Au — sin A¢, sin Au),,,
= cos A¢,.(cos Au),,., (33)

(sin(A¢. + Au)) ey = (sin A, cos Au — cos A¢, sin Au),,.,
= sin Ag.(cos Au),,- (34)
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Fig. 6 The flowchart of the three parts registration method.

Put Egs. (33) and (34) into Eq. (32), we have

AAy) |
— CZ C2: |< 1442/ mxn . A ) 35
9= VOO = A ] (o At (3%

1

From Eq. (35) we directly get the relationship between g and Au, which shows that when the two
complex images registered completely, the decorrelation noise Au should be the smallest. The
smaller Au is, the larger g is, the better the corresponding registration is, which is in accordance
with the physical concept. Compared with Eq. (32), Eq. (35) is free of the influence of A¢,. with
the physical significance clearer.

Figure 6 is the flowchart of the three parts registration method.

5 Experimental Results of CCl in INSAR Data Processing

To prove the effectiveness of CCI proposed in this paper, we would like to use CCI to process
real InSAR data, which are from ERS1/2. Figure 7 is the result comparison of three parts regis-
tration method and the four parts correlation coefficient registration method. Compared in the
figure are the correlation coefficients of the corresponding master image and the slave image
after they have been registered with the two methods. The x-axis is the correlation coefficient,
and the y-axis is the number of pixels. The figure shows that the correlation coefficients with the
method proposed in this paper are all higher than those with the conventional method. This
means that the method proposed in this paper is more accurate, though only three parts are used.
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Fig. 7 The correlation comparison between our registration method and traditional registration
method based on correlation coefficient.
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Figure 8(a) is the interferometric phase image generated with the conventional complex con-
jugate multiplicative method after the registration with three parts registration method; Fig. 8(b)
is the phase image generated with CCI. Figure 8 shows that the three parts registration method is
right and effective, and the phase image generated with CCI three parts is obviously better than
that generated with the conventional four parts. With CCI, we can get the smooth phase image
with almost no phase noises, while also the fringe phase is well kept without the blurring effect.

As illustrated previously, in the CCI formula induction, we can choose direct correlation,
standardized correlation, and standardized covariance correlation, etc. The original data in
Fig. 9 is the same as that in Fig. 8. Figure 9(a) is the interferometric phase image generated
by calculation of each pixel (the window is 1 X 1) with the covariance correlation formula
CCI method, which is different from the direct correlation formula induced in this paper.
From the figure, we can see that the phase can’t be obtained by the covariance correlation for-
mula. Figure 9(b) is the result of direct correlation method proposed in this paper. Since we, in
fact, did not do the correlative average calculation, the conditions of Egs. (11) and (12) are not
satisfied. Therefore, the original phase ¢,., ¢,., and the random noises u; and u, are all pre-
served in the generated image. The noise is larger than the decorrelation noise with the conven-
tional complex conjugate multiplicative method.

Figure 9(c) and 9(d) are the interferometric phase images generated with the covariance cor-
relation formula CCI method after being correlated in the rectangular windows 5 X 5 and 9 X 9,
respectively. With the window increasing, the random phase noises decreases quickly. Figure 9
shows that after the correlation calculation in a window of certain size, the phase noises will be
quickly removed, for the phase noises conform to the statistical rules in Egs. (11), (12), and (14).
Figure 9 also shows that the result is worse when the covariance correlation formula CCI method
with which the mean value is deducted is adopted in a small window, compared with the CCI
method proposed in this paper. Accordingly, the proposed direct correlation formula should be
adopted.

The comparison also shows that we can obtain a better phase image with the rectangular
window three parts generation method, but it is worse than that generated with the contoured
window, for it has some blurring effect. Although only an approximate fringe pattern is gen-
erated with the rectangular window, this is one of the important steps in the three parts registra-
tion and the interferometric phase image generation, for it provides the fringe orientation with the
three parts, making the need of the method for the three parts a closed loop and the method
perfect. Without such a step, the fringe orientation would be obtained only through the fringe

Fig. 8 Image (a) is obtained with complex conjugate multiplicative method after registered by our
three image method; image (b) is obtained by our CCI method.

Journal of Applied Remote Sensing 073559-12 Vol. 7, 2013



Shi et al.: Contoured window correlation interferometry for synthetic aperture radar. ..

Fig. 9 Phase images obtained with rectangle windows by CCI method. Image (a) is by the covari-
ance correlation method with windows of 1 x 1; (b) is by direct correlation with windows of 1 x 1.
Images (c) and (d) are obtained by the covariance correlation method with 5 x 5 windows and 9 x 9
windows, respectively.

pattern generated with the conventional complex conjugate multiplicative method and thus the
four parts would have to be used, but not the three parts in the last stage.

Figure 10 is the result comparison of the real airborne InSAR data processing with CCI and
the conventional complex conjugate multiplicative method. Due to the small decorrelation noise
with the airborne InSAR data, the complex conjugate multiplicative method can also arrive at a
good result. But the noise in the phase image generated with CCI is smaller. Figure 11 is the
result comparison of the CCI processing of different real and imaginary parts of the two complex
images in different areas with the same set of data. Take any three parts from the four parts (a;,
a,, by, by), and we have four different combinations (a;, by, a,), (a;, by, a»), (by, a;, by),
and (b;, a,, b,). From the image, we can see that the processing results of the

it

’

Fig. 10 The comparison between our method (right) and traditional method (left) for airborne
INSAR data.
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Fig. 11 Four results of our method with different choices of part images.

four sets with CCI are almost the same, proving that the selection of parts with CCI is
arbitrary.

Figure 12 is the processing result of the same area with serious decorrelation noise with the
conventional complex conjugate multiplicative method (left half) and CCI (right half). It shows
that for the area with lower correlation, it is difficult to process by the conventional method, but
CCI can still result in good phase message. The theoretical analysis and many experimental
results show that as long as the approximately right fringe-orientation map (namely, the
fringe-contoured window), is obtained, we can to a great extent reduce or even remove the decor-
relation effect by doing the correlation calculation with CCI on the approximate contour. For the

il

Fig. 12 The comparison between our method (right) and traditional method (left) for a poor quality
INSAR data.
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Fig. 13 Comparison of the results got from traditional CCMM method (a) and our CCI method
(b) for poor quality INSAR data (Over Mount Etna volcano in Italy).

area with serious decorrelation, we can still obtain the phase undisturbed and the phase noises
removed.

Figure 13(a) and 13(b) are the results of InSAR data over Mount Etna volcano in Italy whose
fringe pattern is with fast variations. Figures 12 and 13 show that CCI can still result in a good
phase message in the area with poor correlation, which is difficult to process by the conventional
method. Both theoretical analysis and many experimental results show that as long as the
approximately right fringe-orientation map (namely, the fringe-contoured window) is obtained,
we can to a great extent reduce or even remove the decorrelation effect by doing the correlation
calculation with CCI on the approximate contoured windows. For the area with serious decor-
relation, we can still obtain the undisturbed phase with the phase noises being removed.

Due to the slower change of the fringe orientation than the phase (namely, the fringe), the
recovery of the approximate fringe orientation is much easier and more reliable than that of the
right phase, especially for the area with obvious decorrelation. Therefore CCI can effectively
improve the adaptation and the applicability of the InSAR data. Besides, the experiment shows
that CCI is not quite sensitive to the precision of the contoured window; the contoured window
with some error still being able to get better results than the conventional rectangular window.

6 Conclusion

In this paper, the proposed registration method and phase image-generation method based on
three parts of the InNSAR complex image pair are systematically illustrated and expanded. The
adaptation and the precision of CCI method, the improved key steps, and the determination of the
contoured window are also analyzed. The processing result of the real data has proved that the
three parts registration method is more accurate than the conventional correlation coefficient-
based registration method and is a brand-new concept of InSAR data-processing method. The
phase image with the method proposed in this paper contains almost no phase noises, preserves
the fringe at the same time, and is free of the blurring effect. As for the conventional method,
while the phase noises are reduced, the signal is blurred. Although CCI is more complicated than
the conventional method, the generated phase image is void of the phase noises, which saves the
trouble of filtering in post-processing.

What’s more important, the proposed registration method and the interferometric phase
image-generation method contribute to forming a complete InSAR data-processing method
that involves only three parts. For the space-borne InSAR system, if the imaging is to be com-
pleted on the satellite, only any three of the four parts need to be transmitted back to the earth to
finish the InSAR data processing, greatly reducing the transmission load, which is of great sig-
nificance for the transmitting and processing of the space-borne InSAR data. One of the critical
steps with CCI is the obtaining of the contoured windows, for which we will do some further
research concerning how to determine the contoured windows with better self-adaptation, higher
efficiency, and greater precision.
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